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ABSTRACT. In this paper the theory of Kleinian hyperelliptic functions is devel
oped. New collections of basis functions for the field of meromorphic functions 
on hyperelliptic Jacobians are introduced and the algebraic relations between 
them are explicitly described. As applications, the following results are ob
tained: the matrix realization of hyperelliptic Jacobians and their Kummer 
varieties; the construction of a family of 2 x 2 matrix operators satisfying the 
conditions of zero curvature and of a generalized shift that takes this fam
ily to a parametric family satisfying the same condition; the construction of 
systems of linear differential equations whose common spectral manifold is a 
hyperelliptic curve; the construction of solutions to the KdV system and to 
the Sine-Gordon equation in Kleinian functions. 

§0. Introduction 

In this paper we develop the Kleinian construction of hyperelliptic Abelian 
functions, which is a natural generalization of the Weierstrass approach in elliptic 
functions theory to the case of a hyperelliptic curve of genus g > 1 . Kleinian ( 
and g:J-functions are defined as 

8 82 

(i(u) = aui lnO"(u), t-Jij(u) = - OUiOUj lnO"(u), i,j = 1, ... ,g, 

where the vector u belongs to Jacobian Jae (V) of the hyperelliptic curve 

2g+2 

v = { (y, x) E C2 : y2 - L AiXi = 0} 
i=O 

and O'( u) is the Kleinian O" -function. 
The systematic study of O"-functions, which originated in the paper [1] by 

F. Klein, was an alternative to the developments of Weierstrass ([2, 3]) (the hyper
elliptic generalization of the Jacobi elliptic functions sn, en, dn) and the purely 
B-functional theory of Goppel ([4]) and Rosenhain ([5]) for genus 2, generalized 
further by Riemann. The O" approach was furthered by Burkhardt ([6]), Wiltheiss 
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([7]), Bolza ([8]), Baker ([9]) and others; a detailed bibliography may be found in 
[10]. We would like to mention Baker's monographs ([11, 12]), which merit special 
attention. 

The article is organized as follows. In §1 we present the facts from the theory 
of hyperelliptic curves and B-functions needed in this paper. In §2 the Kleinian 
hyperelliptic functions are defined. Following Baker, the realization of o--functions 
via B-functions is described. The fundamental differential 2-form of the second 
kind is expressed explicitly, and the Jacobi inversion problem is solved in terms 
of hyperelliptic functions. Theorems 2.1 and 2.2 in this section are classical (see 
[11]). In §3, using the classical Theorem 3.1, we derive the main relations between 
the g:J-functions, analyze them, and construct new collections of basis functions of 
the field of meromorphic functions on hyperelliptic Jacobians. Algebraic relations 
between them are described explicitly and, as the result, meromorphic embeddings 
of the Jacobians and their Kummer varieties as intersections of cubics and quartics 
respectively are obtained. In §4 we demonstrate the potential of Kleinian functions 
in solving contemporary problems. The matrix realization ofhyperelliptic Jacobians 
and their Kummer varieties is presented. A family of 2 x 2 matrix operators (not 
depending on a parameter) satisfying the zero curvature condition is described and 
a generalized shift and gauge transformation taking this family to a parametric one 
still satisfying the zero curvature condition is constructed. Systems of linear second 
order differential equations whose joint spectral manifold is a hyperelliptic curve are 
obtained. It is shown that the natural identification of the independent variables 
of Korteweg-de Vries (KdV) systems and of the Sine-Gordon equation with the 
canonical coordinates on the Jacobians yields their algebra-geometric solutions in 
Kleinian functions. In §5 we discuss some contemporary aspects of the further 
development of the theory of Kleinian hyperelliptic functions. 

The paper is based on recent results partially announced in [13-16]. The 
presented results have already been applied to describe Abelian Bloch solutions of 
the 2-dimensional Schrodinger equation ([17]). 

§1. Preliminaries 

We recall some basic definitions from the theory of hyperelliptic curves and 
B-functions; see, e.g., [11, 12, 18-21] for a detailed exposition. 

1.1. Hyperelliptic curves. The set of points V(y,x) satisfying the equa-
ti on 

2g+2 2g+2 

(1.1) 2 '""' i II Y = 6 AiX = A29 +2 (x - ek) = f(x) 
i=O k=l 

is a model of a plane hyperelliptic curve of genus g, realized as a 2-sheeted covering 
over the Riemann sphere with the branching points e 1 , ... , e2g+2. Any pair (y, x) 
in V(y, x) is called an analytic point; an analytic point that is not a branching point 
is called a regular point. The hyperelliptic involution </> (the swap of the sheets of 
the covering) acts as (y, x) 1-7 (-y, x), leaving the branching points fixed. 

To make y a single-valued function of x, it suffices to draw g + 1 cuts, connect
ing pairs of branching points ei - ei' for some partition of { 1, ... , 2g + 2} into a set 
of g + 1 disjoint pairs i, i' . Those of the branching points at which the cuts start 
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will be denoted by ai , the end points of the cuts by bi , respectively; an exception 
is one of the cuts, whose starting point is denoted by a and the end point by b. 
In the case A2g+2 1---t 0 this point a goes to oo . The equation of the curve in the 
case A2g+2 = 0 and A2g+1 = 4 can be rewritten as 

(1.2) y2 = 4P(x)Q(x), 
g g 

P(x) = lICx - ai), Q(x) = (x - b) II ex - bi). 
i=l i=l 

The local parametrization of the point (y, x) in the vicinity of a point (w, z), 

{ 
e near regular point (±w, z), 

e near branching point (0, ei), 
x=z+ e-1 near regular point (±oo, oo), 

e-2 near branching point (oo, oo), 

provides the structure of the hyperelliptic Riemann surface, a one-dimensional com
pact complex manifold. We shall use the same notation for the plane curve and the 
Riemann surface, V(y, x) or V. All curves and Riemann surfaces throughout the 
paper are assumed to be hyperelliptic if the converse is not stated. 

A marking on V (y, x) is given by the base point x 0 and the canonical basis 
of cycles ( A 1 , ... , Ag; B1 , ... , Bg) , i.e., the basis in the one-dimensional homology 
group H1 (V(y, x), Z) of the surface V(y, x) with the symplectic intersection matrix 

.J = ( 1°9 -;9 ) , where lg is the unit g x g-matrix. 

1.2. Differentials. 'Traditionally, three kinds of differential I-forms are dis
tinguished on a Riemann surface. 

1.2.1. Holomorphic differentials or differentials of the first kind, are the differential 
I-forms du that can be locally expressed as du = CE:o aiei) de in the vicinity 
of any point (y, x) with some constants ai E C. It can be checked directly that 
forms satisfying this condition can all be expressed as 

The forms {dui}f=1 given by 

g-1 

"!3 idx 
~ iX-. 
i=O y 

xi-1dx 
dui = , i = 1, .. . ,g, 

y 

constitute the set of canonical holomorphic differentials in H 1 (V, C). The g x g
matrices of their A- and B -periods, 

are nondegenerate. Under the map (2w)-1 , the vector du = (dui, ... , dug)T is 
taken to the vector of normalized holomorphic differentials dv = ( dv1 , ... , dvg) T , 
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i.e., to the vector in H 1 (V, <C) satisfytng the conditions 

J dvk = Dkz, 
!Ak 

It is known that the g x g matrix, 

k,l = 1, ... ,g. 

r = (ik dvz) = w- 1w', 

belongs to the upper Siegel halfspace S 9 of degree g, i.e., is symmetric and has a 
positive definite imaginary part. 

Let us denote by Jac(V) the Jacobian of the curve V, i.e., the factor CY/I', 
where r = 2wEB2w' is the lattice generated by the periods of canonical holomorphic 
differentials. 

Divisors V on Riemann surfaces are given by formal sums of analytic points 
V = L:;~ mi (Yi, xi) , and the degree of V is deg V = L:;~ mi. A divisor is effective 
if mi > 0 for all i . 

Let V be a divisor of degree 0 , V = X - Z, where X and Z are the effective 
divisors, deg X = deg Z = n, presented by 

X = {(y1, x1), ... , (yn, Xn)} and Z = {(w1, z1), ... , (wn, Zn)} E Wr; 
here (V)n is the nth symmetric power of V. 

The Abel map has the form 

where 

Ql(X - Z): (V)n --+Jae (V), 

n l(yk,Xk) 
Ui = L dui, 

k=l (Wk,Zk) 
i = 1, ... ,g, 

and Z = {(w1, z1), ... , (wn, zn)} E (vr is a fixed divisor, the path of integration 
being the same for all i = 1, ... , g .1 

Abel's theorem says that the points of the divisors Z and X are the poles and 
zeros, respectively, of a meromorphic function on V (y, x) if and only if Qt( X - Z) = 
0 mod r. In the case when n = g, the Abel map is onto and one-to-one, except 
for the so-called special divisors. The Jacobi inversion problem can be stated as the 
problem of inversion for such a map Qt. Note that a special divisor of degree g is 
a set of points such that for at least one pair j and k = 1, ... , g the point (Yi, Xj) 

is the image of the point (yk, Xk) under the hyperelliptic involution. 

1.2.2. Meromorphic differentials or differentials of the second kind are the differ
ential 1-forms dr that can be locally expressed as dr = (L:::-k ai~i) d~ in the 
vicinity of any point (y, x) with some constants ai, and a(-l) = 0. It can also be 
verified directly that forms satisfying this condition can all be written as 

(mod holomorphic differentials). 

1To shorten the notation, from this point forward we shall denote the integration limits only 
by the coordinate x of the point (y, x) of the curve. 
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Let us introduce the following canonical Abelian differentials of the second kind 

(1.3) j = 1, . .. ,g. 

We denote their matrices of A- and B-periods by 

277 = ( - tk dr1) , 277' = ( - ik dr1) . 

The Riemann bilinear identity for the period matrices of the differentials of the 
first and second kind implies the following statement. 

LEMMA 1.1. The (2g x 2g)-matrix Q = ( ~ ~;) belongs to PSp2g: 

g(o 
lg 

-lg) gT = _ 7fi ( 0 
0 2 lg 

-lg) 0 . 

1.2.3. Differentials of the third kind are the differential 1-forms df2 that have only 
poles of order 1 and have total residue 0 , and so are locally given in the vicinity of 
any of the poles as dn = c2:::::_1 Cl!i~i) d~ with some nonzero constants Cl!i) 0:-1 · 
Such forms (mod holomorphic differential) may be represented as 

where (yf, x:j=) are the analytic points of the poles of positive (respectively, nega
tive) residue. 

Let us introduce the canonical differential of the third kind 

(1.4) cl" ( ) _ ( Y + Y1 Y + Y2 ) dx. HX1,X2 - ----- -, 
X - X1 X - X2 2y 

for this differential we have 

1.2.4. The fundamental 2 -differential of the second kind. For an arbitrary pair 
{(y1,x1),(y2,x2)} E (V)2, we introduce the function F(x1,x2) defined by the 
conditions 

(i) F(x1, x2) = F(x2, x1), 

(1.5) 
(ii) F(x1, x1) = 2f(x1), 

8F(x1,x2) I df (x1) 
(iii) 

8x2 x2=x1 dx1 
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This function F(x 1 , x2) can be represented in the following equivalent forms 

2 dy2 
F(x1, x2) = 2y2 + 2 (x1 - x2)Y2-d 

X2 
(1.6) 

g 2g+l-j 

+ (x1 - x2)2 L x{-1 L (k - j + 1) Ak+j+1X~, 
j=l k=j 

g 

(1.7) F(x1, x2) = 2>.29 +2xf+1x§+l + L xi x~(2>.2i + >.2i+1 (x1 + x2)). 
i=O 

Properties (1.5) of F(x1,x2) allow us to construct the global Abelian 2-differ
ential of the second kind with unique pole of order 2 along x1 == x2: 

(1.8) w(xi x2) = 2Y1Y2 + F(x1, x2) dx1 dx2 
' 4(x1 - x2)2 Y1 Y2 ' 

which expands in the vicinity of the pole as 

where ~ and ( are the local coordinates at the points x1 and X2 , respectively. 
Using (1.6), we rewrite (1.8) in the form 

(1.9) [) ( Y1 + Y2 ) T w(x1, x2) = ~ ( ) dx1 dx2 +du (x1) dr(x2), 
uX2 2y1 X1 - X2 

where the differentials du, dr are as above. So, the periods of this 2-form (the dou
ble integrals ff w(x1, x2)) can be expressed in terms of (2w, 2w') and (-277, -277'), 
e.g., for the A-periods we have: 

1.3. The Riemann B-function. The standard B-function B(v IT) on (('.9 x 
S 9 is defined by its Fourier series, 

B(v IT)= L exp7ri{nT Tn + 2vT n}. 
nEZ9 

The B-function possesses the following periodicity properties: 

B(v + m +Tm' IT)= exp{-27rim'T (v + ~Tm')}B(v IT) 

for all m, m' E zg. The B-functions with characteristics [c] = [e';] = ["'~ ... "'~] E 
g £1 ... €9 

(('.29 satisfy 
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their periodicity properties are 

B[c:](v + m +rm' Ir)= exp{-27rim'T (v +~rm')} 

x exp{27ri (mT e 1 - m'T e)}B(v Ir) 

for all m,m' E 'Z,9. 

Further, consider the half-integer characteristics [c:]: the B-function B[c:](v Ir) 
is even or odd whenever 4e1T e = 0 or 1 modulo 2. There are ~ ( 49 + 29) even 
characteristics and ~(49 - 29) odd ones. 

Let wT = (w1 , ... ,w9 ) E Jac(V) be a point; then the function 

XE V, 

is said to be a Riemann B -function. 
The Riemann B-function R(x) is either identically 0 or has exactly g zeros 

X1, ... , x 9 E V, for which the Riemann vanishing theorem says that 

g 1X; L dv=w+Kx0 , 

k=l XQ 

where K;0 = (K1, ... , K 9 ) is the vector of Riemann constants with respect to the 
base point x0 ; it is defined by the formula 

(1.10) j = 1, ... ,g. 

§2. Kleinian functions 

Let m, m' E zg be two arbitrary vectors; introduce the following vectors 

E(m,m') = 2rJm+2rJ'm', O(m,m') = 2wm+2w'm'. 

2.1. The O'-function. In [1, 9] it was shown that properties (2.1) and (2.2) 
define a function that plays the central role in the theory of Kleinian functions. 

DEFINITION 1. An entire function £T(u) is the Kleinian fundamental £T-junc
tion if and only if the following holds. 

1. For any vector u E (:9 we have 

(2.1) 
£T(u+ O(m,m')) = exp{ET(m,m')(u + ~O(m,m'))} 

x exp{-7rimT m + 27fi (mT q' - m'T q)}£T(u), 

where [fl is the half-integer characteristic of the vector of Riemann constants Ka. 
2. In the vicinity of u = 0, the decomposition 

(2.2) O'(u) = 8(u) +higher order terms 

holds, where 8(u) = det({ui+i-lh.i=l,. . .,[(g+l)/21) is a homogeneous polynomial of 
degree [(g + 1)/2]. 
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Note that for small genera we have 

8(u) = u1 for g = 1 and 2, 

8(u) = u1u3 - u~ for g = 3 and 4, 

8(u) = -u~ + 2u2U3U4 - U1U~ - U~U5 + U1U3U5 for g = 5 and 6, etc. 

In the case g = 1 , the above definition becomes that of the standard Weierstrass 
O"-function; for all m, m' E Z the latter possesses the following periodicity property 

O"(u + 2mw + 2m'w') = (-l)mm'+m+m' O"(u) e(2rym+2ry'm)(u+mw+m'w'). 

For all vectors rT, r' E ~Z9/Z9 , we introduce the O"-functions O"r,r' with char
acteristic by the formula 

'( )- -Er(r,r')u O"(u+n(r,r')) 
O"r,r u - e O"(O(r, r')) . 

These functions are completely analogous to Weierstrass' O"n appearing in the the
ory of elliptic functions ([22]). 

2.1.1. O"-functions as 8-functions. The fundamental hyperelliptic Kleinian O"
function belongs to the class of modified 8-functions. We can explicitly express O" 

in terms of the standard 8-function as follows: 

(2.3) O"( u) = C[euT xu8((2w)-lu - Ka Ir)] e2ir.q'T {-(2w)-lu+~rq' -q}' 

where u = (2w)-117 and Ka is the vector of Riemann constants (1.10) with base 
point a, which is equal to 

(2.4) g 1a' Ka= L dv, 
k=l a 

because a is a branching point. Hence Ka is a half period, so that it can be written 
as Ka = q + rq' with half-integers q, q', which are uniquely determined by the 
fixed basis of cycles (A1, ... , A9 , B1, ... , B9 ) (see e.g. [18]). 

In (2.3) the constant C equals 

where ( E4)4 = 1 . 
Direct calculations show that the function defined by (2.3) satisfies (2.1) and 

(2.2). 
Putting g = 1 and fixing the elliptic curve y2 = J(x) = 4x3 - g2x- g3 in (2.3), 

we see that the function 

O"(u) = 1 e'lu2/(2w)191 (-3!:... Ir) 
193(0 Ir) {/(e1 - e2)(e2 - e3) 2w 

is the standard Weierstrass O"-function, where we have used the standard notation 

for Jacobi 19-functions (see e.g. [22]): 191(vlr) = -8Gj~](vlr). 
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2.2. The functions ( and p. The Kleinian ( and p-functions are defined 
as the logarithmic derivatives of the fundamental function er, namely 

1'.( ) = 8lncr(u) 
':,i u >:> ' 

UUi 
i = 1, ... ,g, 

. ·( ) __ 8 2 lncr(u) 
Pi1 u - >:> >:> , 

UUiUUj 
... ' i, j, k, . .. = 1, ... 'g. 

The functions (i ( u) and Pij ( uj have the following periodicity properties 

(i(u + f!(m, m')) = (i(u) + Ei(m, m'), 

Pii(u + f!(m, m')) = Pii(u), 

i = 1, ... ,g, 

i,j=l,. . .,g. 

2.2.1. Realization of the fundamental 2-differential of the second kind by Kleinian 
functions. The construction is based on the following 

THEOREM 2.1. Let (y(ao), ao), (y, x) and (ll, µ) be arbitrary distinct points 
on V and let {(y1,x1), .. .,(y9 ,x9 )}, {(ll1,µ 1), .. .,(ll9 ,µ9 )} E (V) 9 be arbitrary 
sets of distinct points. Then the following relation is valid: 

f,x t f,xi 2yyi + F(x, Xi) dx dxi 

µ i=l µ, 4(x - xi)2 y Yi 

{ er( l: du - I:f=1 l:' du)} {er( l: du - 2::f=1 l:' du)} =ln o • -ln o • 
er( l.: du - I:f=1 l:,i du) er( l:'a du - I:f=1 l:,i du) ' 

(2.5) 

where the function F(x, z) is given by (1.7). 

PROOF. Let us consider the sum 

(2.6) 

with w( ·, ·) given by (1.9). It is the normalized Abelian integral of the third 
kind with logarithmic residues at the points Xi and µi . By the Riemann vanishing 
theorem, we can express (2.6) in terms of Riemann e-functions as 

(2. 7) 

to obtain the right-hand side of (2.5), we must combine (2.3), the expression of the 
vector Kao (2.4), the matrix x = (2w)- 177, and Lemma 1.1. The left-hand side of 
(2.5) is obtained by using (1.8). D 

The fact that the right-hand side of (2.5) is independent of the arbitrary point 
a0 (that will appear later) has its origin in the properties of the vector of Riemann 
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constants. Consider the difference Kao - Ka0 of vectors of Riemann constants with 
arbitrary base points ao and a~; it follows from (1.10) that 

l ao 
Ka0 - Ka0 = (g - 1) dv. 

a' 0 

This property implies that 

1x0 
( 9 1Xi ) lxo ( g 1Xi ) 

ao dv - t; ao dv - Kao = a(i dv - t; ao dv - Kao 

for arbitrary Xi, with i = 0, ... , g on V, so the arguments of the u 's in (2.5), 
which are linear transformations by 2w of the arguments of B's in (2.7), do not 
depend on a0 . 

COROLLARY 2.1.1. For arbitrary distinct points (y(a0 ),a0 ) and (y,x) on V 
and an arbitrary set of distinct points { (Y1, x1), ... , (y9 , x 9 )} E (V) 9 we have 
(2.8) 

~ ··(lxd +~jxkd) i-1 j-l=F(x,xr)-2YYr l 
~ PiJ U ~ u x Xr 4 ( _ )2 , r = , .. ., g. 

i,j=l ao k=l ak X Xr 

PROOF. Taking the partial derivative 82/8xr8x of both sides of (2.5) and using 
the hyperelliptic involution ¢(y,x) = (-y,x) and ¢(y(a0 ),a0 ) = (-y(a0 ),a0 ), we 
obtain (2.8). 0 

In the case g = 1, formula (2.8) is actually the addition theorem for the 
Weierstrass elliptic functions, 

1 p' ( u) - p' ( v) [ ] 
2 

p(u + v) = -p(u) - p(v) + 4 p(u) _ p(v) 

on the elliptic curve y2 = f(x) = 4x3 - g2x - g3. 
Now we can give the expression for w(x, Xr) in terms of Kleinian functions. We 

send the base point a0 to the branch place a; for r = 1, ... , g the fundamental 
2-differential of the second kind is given by 

w(x,xr) = L Pij du- L du ~ Xr Xr. 
g ( 1X g 1Xk ) i-ld j-ld 

i,j=l a k=l ak Y Yr 

COROLLARY 2.1.2. For all r =I- s = 1, ... 'g 

(2.9) ~ .. (~ lxk d ) i-1 j-1 _ F(xs, Xr) - 2YsYr 
~ PiJ ~ u Xs Xr - 4(x - X )2 . 

i,j=l k=l ak s r 
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PROOF. For s # r in (2.8) we have 

1x g 1xk (1</>(x) ( g 1x; )) 
du+ L du= -2w dv- L dv-Ka0 

</>(ao) k=l ak ao i=l ao 

(1</>(x) ( g 1X; )) 
= -2w Xs dv - t; Xs dv - Kx. 

i#s 

1 x g 1x· 
= du+ L 'du 

a 8 i=l ai 
i#s 

and the change of notation x---+ X 8 gives (2.9). D 

2.2.2. Solution of the Jacobi inversion problem. The equations of the Abel map 
under the conditions of the Jacobi inversion problem, 

(2.10) 
g 1xk xi-ldx Ui=L: --, 

k=l ak Y 

are invertible for nonspecial divisors for which the points (yk, xk), k = 1, ... , g, are 
distinct and for all j, k = 1, ... ,g, ¢(yk,Xk) # (yj,Xj), where¢ is the hyperelliptic 
involution. Using (2.8), we find the solution of Jacobi inversion problem on the 
curves with a = oo in a very effective form. 

THEOREM 2.2. Let the preimage of the point u E Jac(V) of the Abel map 
{(y1,x1), ... ,(y9,x9)} E (V) 9 be a nonspecial divisor. Then {x1 , ... ,x9 } are the 
z"ros of the polynomial 

(2.11) P(x;u) = 0, 

where 

(2.12) 

and the points {Y1, ... , y9 } are given by 

(2.13) _ 9 _ 1 () ( )- 8P(x;u)I Yk - xk tlg,g,g u + ... + tJg,g,l u - - ou . 
g x=xk 

PROOF. In (2.8) let ao---+ a= oo. Then 

(2.14) . F(x,xr) ~ ( ) i-1 
hm 4 -1( )2 = L-ttlgi u xr . 

X-+00 x9 x - Xr i=l 

The limit in the left-hand side of (2.14) is equal to x¥, and we obtain (2.11). 
From (2.10) we find 

g k-l "" "\"""' Xi UXi _ s: 
L-t -- -- - Ujk, 
i=l Yi OUj 

OXk Yk 
8u9 ITi#(xk - xi) · 
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On the other hand, 

and we obtain (2.13). 

Let us denote by p , p' the following g-dimensional vectors, 

I 8p 
p = 8u9 · 

The companion matrix C ([25]) of the polynomial P(z; u) given by (2.12), is 

g 

C=B+pe~, where B= l:ekeL1 . 
k=l 

The companion matrix C has the property 

(2.15) X n _ XTcn-g+le _ XTcn-gv-. k - k g - k o~, VnEZ, 

D 

with the vector Xf = (l,Xk,. .. ,x%-1), where Xk is one of the roots of (2.11). 
From (2.9) we find 

g 

-2YrYs = 4(xr - Xs) 2 L SJij(u)x~-lX~-l - F(xr, X8 ). 

i=l 

Introducing the matrices 

II= (SJij), Ao= diag(.A29 -2, ... , .Ao), Ai= diag(>-29 -1, ... , >-1), 

we have, taking into account (2.15), 

x; p 1p 1TXs = -4X;(C2II- 2CIICT + ITCT 2 )Xs + 4X;(CppT + ppTCT)Xs 

+ 2x; AoXs + x;(CA1 + AiCT)Xs. 

Hence (see [16]), we obtain the following statement. 

COROLLARY 2.2.1. The relation 
(2.16) 
2p' p'r = -4 (C2II - 2crrcr + rrcr2) + 4 (Cppr +ppr er)+ CA1 + Aicr + 2Ao 

connects odd functions SJggi with poles of order 3 and even functions SJjk with 
poles of order 2 in the field of meromorphic functions on J ac (V) . 

DEFINITION 2. The umbral derivative ([23]) Ds(p(z)) of a polynomial p(z) = 
I:~=O PkZk is given by 

Dsp(z) = (P;:))+ = tPkXk-s, 
k=s 

where ( · )+ means taking the purely polynomial part. 
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Considering the polynomials p = rr~=l ( z - Zk) and p = ( z - zo) p' we imme
diately deduce the elementary properties of Ds: 

Ds(P) = zDs+l (p) + Ps = zDs+l (p) + Sn-s(z1, ... 'Zn), 

Ds(P) = (z - zo)Ds(P) + Ps-1 = (z - zo)Ds(P) + Sn+i-s(z1, ... ,zn), 
(2.17) 

where Sz(· · ·) is (-1)1 times the lth order elementary symmetric function of its 
variables (we assume So ( · · · ) = 1 ) . 

From (2.17) we see that Sn-s(zo, ... , zz, ... , Zn) = (Ds+l (P) lz=zi). It is partic
ularly useful to write down the inversion of (2.13), namely 

(2.18) ~ ( Dk(P(z)) I ) 
S'Jggk(u) = '8 Yz (8P/8z)(z) z=xi ' 

where P(z) = IT%=1 (z - xk). 
It is important to describe the set of common zeros of the functions S'Jggk ( u) . 

COROLLARY 2.2.2. The vector function p'(u) vanishes if and only if u is a 
half-period. 

PROOF. The equations p99k(u) = 0, k = 1, ... , g imply (2.18), the condition 
Yi = 0 for all i = 1, ... , g. This is possible if and only if the points x 1 , ... , x9 coin-
cide with any g points ei 1 , •.• , e; 9 from the set of branching points e1 , ... , e29+2 . 

So the point 

u = t 1e'i du E Jac(V) 
l=l a1 

is of the second order in the Jacobian and hence is a half-period. D 

§3. Basic relations 

In this section we shall derive explicit algebraic relations between the generating 
functions in the field of meromorphic functions on Jae (V). After some immediate 
preparations, in 3.1 we shall find the explicit cubic relations between S'Jggi and S'Jij. 
These, in turn, lead to very special corollaries: the variety Kum(V) = Jac(V)/± 
is mapped into the space of symmetric matrices of rank not greater than 3. 

The conditions .A29+2 = 0, .A29+ 1 = 4 being imposed, we start with the follow
ing theorem, which is the starting point for the derivation of the basic relations. 

THEOREM 3.1. Let (yo,xo) E V be any point and {(y1 ,x1), ... , (y9 ,x9 )} E 
(V)9 be the Abel preimage of the point u E Jae (V). Then 

(1 xo ) -1xo 9 1xk 1 9 (D1(R'(z)) I ) 
(3.1) -(j a du+ u - a drj + f; ak drj - 2 ~ Yk R'(z) z=xk ' 
where R(z) = I16(z - x1) and R'(z) = (8R/8z)(z). Further, 

(3.2) 
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PROOF. Putting in (2.5) µi = ai, we obtain 

{ o-(J,:du-u)} {o-(J~du-u)} f,x T 9 1xk 
(3.3) ln a-(J:o du) - a-( J~ du) = µ, dr u + £; ak dD(x, µ), 

where dD is as in (1.4). Taking derivative in Uj from both sides of (3.3), letting 
a0 tend toµ, applying ef>(y,x) = (-y,x) and ef>(v,µ) = (-v,µ), we get 

( f, x ) f,x 1 ~ 1 axk Yk - y 1 ~ 1 axk Yk - v 
(j du+u + drj--~----=(j(u)--~----. 

µ, µ, 2 Yk au]· Xk - x 2 Yk au]· Xk - µ k=l k=l 

Hence, using (2.18) and adding 2:~=l J:kk dri to both sides, we deduce 

(3.4) 

(f, xo ) f,xo 9 1xk 1 9 (Dj(R'(z)) I ) 
(j µ, du+u + µ, drj + 8 ak drj - 2 ~Yk R'(z) z=xk 

~ 1Xk 1 ~ 1 axk Yk - v 1 
=(j(u)+~ drj-2~y. au x.-µ-2f;Jgg,j+l· 

k=l ak k=l k J k 

Now we see that the left-hand side of the (3.4) is symmetric in x0 , x 1 , .•. , x 9 , 

while the right-hand side does not depend on x0 . So, it does not depend on any of 
the Xi . We conclude that it is a constant depending only on µ. Letting µ __, a and 
applying the hyperelliptic involution to the whole aggregate, we find this constant 
to be 0. D 

COROLLARY 3.1.1. For (y, x) EV and a= J: du: 

(3.5) r.( )-r·( )-r·( )= (-yDi+ai)P(x;u) 
..,1 u+a ..,1 u ..,1 a 2P(x;u) , 

where Oj = 8/8uj. 

PROOF. To find (j(a), take the limit as {x1, ... , x 9 } __, {a1, ... , a9 } in (3.1). 
The right-hand side of (3.5) is obtained by rearranging 

1 t 1 OXk Yk - y D 
2 k=l Yk OUj Xk - x . 

COROLLARY 3.1.2. For k = 1, ... , g, the functions f;Jgggk are given by 

(3.6) f;J999i = (6fP99 + >.29 ) fP9 i + 6f;Jg,i-1 - 2fP9 -1,i + ~89i.A29 -1. 
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PROOF. Consider relation (3.2). The differentials d(i, i = 1, ... , g, can be 
presented in the following forms 

Put i = g - 1. For each of the Xk, k = 1, ... , g, we have 

Applying formula (2.12) to eliminate the powers of Xk greater than g - 1, and 
taking into account the fact that the differentials dxk are independent, we come to 

g g 

L [ (6p99 + >.29 )Pgi + 6p9 ,i-l - 2p9 -1,i + ~ Dgi>.29 -1 J x~-l = L p999jx{-1. D 
i=l j=l 

Calculating the difference 8p999k/8ui - 8p999if 8uk according to (3.6), we ob
tain 

COROLLARY 3.1.3. 

(3.7) p99kPgi - P99itJgk + P9 ,i-l,k - P9i,k-l = 0 · 

This means that the 1-form 'Z:::f=1 (p99 pgi + SJg,i-i) dui is closed. We can 
rewrite this form as duTCp. 

Differentiation of (3.7) with respect to u 9 yields 

(3.8) p999kP9i - P999iPgk + p99 ,i-l,k - p99i,k-1 = 0 · 

The corresponding closed 1-form is duTCp'. 

3.1. Fundamental cubic and quartic relations. Now we shall find rela
tions connecting the odd functions tJggi and the even functions Pij . In hyperelliptic 
theory these relations replace the Weierstrass cubic relation 

for elliptic functions, which defines a meromorphic map between the elliptic Jaco
bian C/(2w, 2w') and the plane cubic. 

The theorem below is based on the property of an Abelian function to be 
constant if any gradient of it is identically 0. Equivalently, if for the Abelian 
functions G(u) and F(u) there exists a nonzero vector a E C9 for which 

g 

L ai(8/8ui)(G(u) - F(u)) 
i=l 

vanishes, then G(u) - F(u) is a constant. 
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THEOREM 3.2. The functions gJggi and Pik are related by 

SJggitiggk = 4pggtigitigk - 2 (Pgitig-1,k + Pg,ktig-1,i) 

(3.9) + 4 (SJgktig,i-l + SJgitig,k-i) + 4tik-l,i-l - 2 (tik,i-2 + Pi,k-2) 

+ A2gtigktigi + ~A2g-1(Digtikg + Dkgtiig) + C(i,k)l 

where 

(3.10) 

PROOF. We are looking for a function G(u) such that (8/8ug)(pggitiggk-G) = 
0 . A direct verification using ( 3. 7) shows that 

a 
-8 (tiggitiggk - ( 4pggtigitJgk - 2 (SJgitig-l,k + tig,ktig-1,i) 

Ug 

+ 4 (Pgktig,i-l + Pgitig,k-1) 

+ 4tik-l,i-l - 2 (tik,i-2 + Pi,k-2) 

+ A2gtigktigi + ~A2g-1(bigtikg + bkgtiig))) = 0. 

It remains to determine Cij. From (2.16) we conclude that C(i,k) is equal to A2i-2 

for k = i, to )..2i-i/2 for k = i + 1, and vanishes otherwise. So Cij is given by 

(3.10). D 

Consider cg+g(g+l)/2 with the coordinates (z, p = {Pi,j h.j=l, ... ,g) with zT = 
(z1, ... , zg) and Pij = Pii. 

COROLLARY 3.2.1. The map 

r_p: Jac(V) \(er)--+ cg+g(g+ll/2 , r_p(u) = (g;:i'(u), II(u)), 

where II= {SJij }i,j=I, ... ,g, is a meromorphic embedding. 
The image r_p(Jac(V) \(er)) c cg+g(g+I)/2 is the intersection of g(g + 1)/2 

cubics induced by (3.9). 

Here (er) denotes the divisor of zeros of er . 
Consider the projection 

7f: cCg+g(g+l))/2 --+ Cg(g+l)/2, 1f(z,p) = p. 

COROLLARY 3.2.2. The restriction 7f o r_p is a meromorphic embedding of the 
Kummer variety Kum(V) = (Jac(V) \(er))/± into Cg(g+l)/2 . The image 

7r(r_p(Jac(V) \(er))) C Cg(g+ll/2 

is the intersection of quartics induced by 

(3.11) 

where the parentheses mean that the substitutions from (3.9) are made before ex

panding. 

The quartics (3.11) have no analog in elliptic theory. The first example is given 
by genus 2, where the celebrated Kummer surface ([24]) appears. 
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3.2. Analysis of the fundamental relations. Let us take a second look 
at the fundamental cubics (3.9) and quartics (3.11). 

3.2.1. Sylvester's identity. For any matrix K with entries kij, i, j = 1, ... , N, we 
introduce the symbol KG~ · · · ~::'] to denote the m x n submatrix: 

K ri_i · · · i·"'] = {k· · }k 1 · t 1 Lj1 Jn ik,Jl = , ... ,m, = , ... ,n 

for subsets of rows ik and columns jz. 
Here we shall need the Sylvester's identity (see, for instance [25]). Let us fix 

a subset of indices a = {i1, ... , ik} and consider the (N - k) x (N - k) matrix 
S(K, a) assuming that 

S(K, a)µ,,v = det K[t;~J 

and µ, v are not in a ; then 

(3.12) det S(K, a)= det K[~J(N-k-l) det K. 

3.2.2. Determinantal form. We introduce (cf. [13]) new functions hik defined by 
the formula 

hik = 4Pi-1,k-1 - 2pk,i-2 - 2pi,k-2 

+ ~(c5ik(>.2i-2 + >-2k-2) + c5k,i+1>-2i-1 + c5i,k+1>-2k-1), 
(3.13) 

where i, k = 1, ... , g + 2. We assume that Pnm = 0 if n or m is less than 1 and 
Pnm = 0 if n or m is greater than g. It is evident that hij = hji . We shall denote 
the matrix with entries hik by H . 

The map (3.13) from the p's and >. 's to the h's respects the grading 

deg hij = i + j, deg Pij = i + j + 2, deg>.i = i + 2, 

and on a fixed level L (3.13) is linear and invertible. The definition implies 

L-1 2g+2 
~ T ~ i L.., hi,L-i = AL-2 ==} x H x = L.., AiX 
i=l i=O 

for xr = (1, x, ... , xg+l) with arbitrary x E C. Moreover, for any roots Xr and 
X8 of the equation 2=J!i h9+2,jXj-l = 0, we have (cf. (2.9)) YrYs = X'[ H Xs. 

From (3.13) we deduce 

a a 1 a 
-2p99i = -8 h9+2,i = -8 . h9+2,9 = --2 -8 . h9 +1,g+1, 

Ug U 2 U 2 

a a 
2 (Pgi k-1 - Pg i-1 k) = -8 hg+2 i-1 - -8 hg+2 k-1 , , , Uk , Ui , 

1 a 1 a 
= 2 aui hg+l,k - 2 auk hg+l,i, 

etc., and (see (3.6)) 

(314) 2 - 82 h - d tH[i, 9+1] d tH[i-l, 9+2] d tH[i, 9+2] . g:Jgggi - - 8u2 g+Z,i - e g+l,g+2 - e g+l,g+2 + e g,g+Z . 
g 
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Using (3.13), we rewrite (3.9) in a more effective form: 

(3.15) - 0 h 0 - [i, g+l,g+2] 
4(9ggif9ggk - ou g+2,i ou hg+2,k - - det H k,g+l,g+2 . 

g g 

As an example, consider the case of genus 1. On the Jacobian of the curve 

we define the following Kleinian functions: er K ( u1) with expansion u1 +. . . and its 
second and third logarithmic derivatives -fp11 and -fp111 . By (3.15), and following 
the definition (3.13), we obtain 

( 
.Ao 

-4f9in = det H [i:~:~] = det .Ai/2 
-2(911 

the determinant expands as 

2 4 3 A 2 A1A3 - 4.:\4.:\0 AoA~ + A4(.:\r - 4.:\2.Ao) 
f9111 = f911 + 2f911 + f911 4 + 16 ' 

and (3.14) gives 
2 .:\1.:\3 - 4,\4.Ao 

f91111 = 6f911 + .A2f911 + 8 

These equations show that erK differs by exp (->.2ui/12) from the standard Weier
strass erw built from the invariants 

(see, e.g. [22, 26]). 
Further, we find that rank H = 3 at generic points of the Jacobian and 

rank H = 2 at half-periods. At u 1 = 0, where erK has is a zero of order 1, 
we have rank erk:H = 3. 

In the general case, on the basis of (3.15), we prove the following result. 

THEOREM 3.3. We have rankH =3 at generic points of Jac(V) and rankH = 
2 at the half-periods. ranker2 (u)H = 3 at generic points (er) and ranker2 (u)H = 0 
at the points of (er )sing . 

Here (er) C J ac ( V) denotes the divisor of zeros of er ( u) . Further, (er) sing C (er) 
is the so-called singular set of (er), i.e., (er )sing is the set of points where er vanishes 
and all its first partial derivatives vanish. The set (er)sing is known (see [18] and 
references therein) to be a subset of dimension g - 3 in hyperelliptic Jacobians of 
g > 3 , to be empty for g = 2 , and to consist of one point for g = 3 . Generally, the 
points of (er)sing are presented by {(y1,x1), ... ,(Yg-3,Xg-3)} E (V)g- 3 _ 

PROOF. Consider Sylvester's matrix S = S(H[~~',~ti',~t;J, {g + 1, g + 2}). By 
(3.15) we have 

s = -4 ( (9ggif9ggk 

f9ggj (9ggk 

(9ggif9ggl ) 

(9ggj (9ggl 
and detS = 0, 



HYPERELLIPTIC KLEINIAN FUNCTIONS AND APPLICATIONS 19 

so by (3.12) we see that 

det H [i,j,g+l,9 +2] det H [9 +1,9 +2] 
k,l,g+l,g+2 g+l,g+2 

vanishes identically. Since 

is not identically 0 , we infer that 

(3.16) detH[i,j,g+l,9 +2] = 0. 
k,l,g+l,g+2 

Note that this equation is actually (3.11) rewritten in terms of h's. Now, putting 
j = l = g in (3.16), we see that unless u is such that H[~:~!i:~!~] becomes 
degenerate, or the entries become singular, i.e., u E (er), we have, for any i, k, 

(3.17) 

This leads to the skeleton decomposition of the matrix H 

(3.18) H = H [1, .. ., g+2] (H [9 ,9 +1,9 +2] )-1 H [9 ,9 +1, 9 +2] 
g,g+l,g+2 g,g+l,g+2 1, ... , g+2 ' 

which shows that at a generic point of J ac (V) the rank of H equals 3. 
Consider the case detH[~:~!i:~!~] = 0. Since by (3.15) we have 

d t H [g,g+l,g+2] - 4 2 
e 9 ,9+1,9+2 - ffiggg' 

this happens if and only if u is a half-period. Therefore, instead of (3.16) we have 
the relations H [~,~!i:~!~] = 0 and consequently at a half-period matrix H is 
decomposed as 

H _ H(1, ... ,9 +2] (H[9 +1,9 +2])-1 H[9 +1,9 +2] - g+l,g+2 g+l,g+2 l, ... ,g+2 ' 

and has rank 2 . 
Next, consider (}"(u) 2 H at u E (er). We have 

where CTi = (8/fJui)(J(u), and, consequently, we obtain the decomposition 

0 
2 
0 

-1) (sf) 
~ :f ' 

where s1 = (cr1, ... ,cr9 ,0,0)T, s2 = (0,(}1, ... ,cr9 ,0)T, S3 = (O,O,cr1, ... ,cr9 )T. 
We infer that rank (er( u )2 H) is 3 at generic points of (er), and vanishes only 
when cr1 = · · · = cr9 = 0, i.e., at the points E ((})sing, while no other values are 
possible. D 
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Conclusion. The correspondence 

h: U f---7 {4cri-lCTk-l - 2CT;O"k-2 - 20"i-20"k 

- er( 4cr;-1,k-1 - 2cri,k-2 - 2cr;-2,k) 

+ ~cr2 (8;k(.A2;-2 + .A2k-2) 

+ Dk,i+lA2i-l + 8i,k+IA2k-I)} i,k=l, ... ,9+2' 

induced by (3.13) establishes a meromorphic map of (Jac(V) \ (cr)sing)/± into the 
space Qs of complex symmetric (g + 2) x (g + 2) matrices of rank not greater 
than 3. 

We give an example of genus 2 with A5 = 0 and .A5 = 4: 

(3.19) 

~>-1 
>-2 + 4p11 
~.As - 2p12 

-2p22 

-2p11 
~.As - 2p12 
A4 + 4p22 

2 

In this case, (er )sing = { 0}, so the Kummer surface in <ClP'3 with coordinates 

is defined by the equation det cr2 H = 0 . 

3.2.3. Extended cubic relation. A generalization ([13]) of (3.15) is given by the 
following theorem. 

THEOREM 3.4. 

(3.20) RT 11"17rT S = - det j,l, 9+1,9+2 
l (H[i,k.9+1,9+2] 

J ik 4 RT 

where R, S E <C4 are arbitrary vectors and 

( 

-p99k ) 

1rik = P99i . 
P9,i,k-1 - P9,i-l,k 

P 9 -1,i,k-1 - P 9 -1,k,i-1 + P 9,k,i-2 - p 9 ,i,k-2 

PROOF. The vectors ii'= 'Trik and 7r = 'Trjl solve the equations 

H [i, k, 9+1, 9+2] _ O 
j,l, 9+1,9+2 7r - ' 

ii'T H ri: k,9+1,9+2] = 0 
lj,l, 9+1,9+2 . 

The theorem follows. D 

The case of genus 2 was thoroughly studied by Baker ([12]). In this case 
7r21 = (-p222, P221, -p211, P111)T, exhausts all the possible Pijk-functions. 
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§4. Applications 

4.1. Matrix realization of hyperelliptic Kummer varieties. Here we 
present the explicit matrix realization (see [14]) of hyperelliptic Jacobians Jae (V) 
and Kummer varieties Kum (V) of the curves V with the fixed branching point 
e29+2 =a= oo. Our approach is based on the results of §3.2. 

Let us consider the space 7-i of complex symmetric (g + 2) x (g + 2)-matrices 
H = {hk,s}, with h9+2,9+2 = 0 and h9+1,9+2 = 2. Let us assign to H E 7-i a 
symmetric (g x g )-matrix A(H) with entries ak,s = det H [~:~!~:~!~] . 

It follows from Sylvester's identity (3.12) that the rank of the matrix H E 7-i 
does not exceed 3 if and only if the rank of the matrix A(H) does not exceed 1 . 

Let us put I<H ={HE 7-i: rankH::;; 3}. For each complex symmetric (g x g)
matrix A = {ak,s} of rank not greater 1, there exists a g-dimensional column 
vector z = z(A), defined up to sign such that A= -4z · zT. 

Let us introduce the vectors hk = {hk,si s = 1, ... , g} E C9 . 

LEMMA 4.1. The map 

"(: I<H __, (C9 /±) x (:9 x (:9 x C1 , 

"t(H) = -(z(A(H)), h9+1, h 9+2, h9+1,9+i) 

is a homeomorphism. 

PROOF. The claim follows from the relation: 

4H = 4z · zT + 2 (h9+2h~+l + h9+1h~+2 ) - h9+i,9+1 h9+2h~+2 , 

where H is the matrix composed of the column vectors hk, k = 1, ... , g, and 
z = z(A(H)). D 

Let us introduce the 2-sheeted ramified covering 7r: JH __, I<H, which is 
induced by the map "f from the covering ((:9 __, (C9 /±). 

COROLLARY 4.1.1. )': JH ~ (['.39+1 . 

Now let us consider the universal space W9 of gth symmetric powers of hyper
elliptic curves 

v = { (y, x) E C2 : y2 = 4x29+l + f A29-kx29-k} 

k=O 

as an algebraic subvariety in (C2)9 x C29+1 with coordinates 

{ ( (Y1, x1), ... , (y9 , x9)), >.29 , .•• , >.o}, 

where (C2)9 is gth symmetric power of the space C2. Define the map 

>.: JH ~ c39+1 __, (C2)9 x c29+i 

in the following way: 
• for G = (z,h9+1,h9+2,h9+1,9+1) E (['.39+1 construct the matrix 7r(G) 

H = {hk,s} E I<H using Lemma 4.1; 
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• put 

>.(G) = {(yk,xk),Ari k = 1, ... ,g, r = 0, ... ,2g}, 

where {x1 , ... ,xg} is the set of roots of the equation 2xg + h~+2X = 0, 

and Yk = zTXk , and >.,. = l:i+j=r+2 hi,j . 

Here xk = (1, Xk, ... 'xfc-l)T. 

THEOREM 4.2. The map >. induces a map J'Jt ~ <C3g+l __, Wg. 

PROOF. A direct verification shows that 

g+2 
XrAx +4~h i-1 j-1-0 k s L.._., i,j Xk Xs - > 

i,j=l 

where A = A(H) and H = 7r( G). Putting k = s and using A = 4z · zT, we obtain 

2g 
2 4 2g+l ~ , 2g-s 

Yk = Xk + L.._., A2g-sXk · D 
s=O 

Now everything is ready to give the description of our realization of the varieties 
Tg =Jae (V) and Kg =Kum (V) of hyperelliptic curves. 

For each nonsingular curve 

V = { (y, x), y2 = 4x2g+l + ~ A2g-sX2g-s} 

define the map 

"'(: Tg \(er) -t 1t: ')'(u) = H = {hk,s}, 

where 

hk,s = 48Jk-l,s-l - 2 (Ps,k-2 + Ps-2,k) 

+ ~[Dks(A2s-2 + A2k-2) + Dk+l,sA2k-l + Dk,s+1A2s-1]. 

THEOREM 4.3. The map')' induces a map Tg\(er)-tK'lt such that g:Jggk8Jggs= 
~aks('Y(u)), i.e., ')' is lifted to 

;y: Tg \(er)__, J'Jt ~ <C3g+l with z = (Pggl, .. ·, g:Jgggf · 

The composition of maps >.;y: Tg \ (er) __, Wg defines the inversion of the Abel map 
Zl: (V)g __, Tg and, therefore, the map ;y is an embedding. 

So we have obtained an explicit realization of the Kummer variety Tg \(er)/± 
of the hyperelliptic curve V of genus g as a subvariety in the variety of matrices 
K'Jt. In particular, as a consequence of Theorem 4.3 we get a new proof of the 
theorem by Dubrovin and Novikov about the rationality of the universal space 
of the Jacobians of hyperelliptic curves V of genus g with fixed branching point 
e2g+2 = oo ([27]). 
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4.2. Matrix operators satisfying the zero curvature condition and 
the generalized shift. The theory of Kleinian functions developed above yields 
the explicit description of a family of operators satisfying the zero curvature con
dition (see Theorem 4.4 below). Turther in this subsection, we present a new con
struction that assigns to this family a parametric family with the same property. 
This construction is based on the generalized shift operator approach. 

We introduce the family of matrices 

where 

Ak = 8k,9 - p9 ,k+1(u), 

1 8 1 1 82 ( >.29 ) 
Bk= -2 au

9 
Ak = 2 p99 ,k+i(u), Ck= - 2 au~ Ak + 2p99 (u) + 4 Ak. 

THEOREM 4.4. Let Ok = 8 /auk. Then the family of matrices { Aj} satisfies 
the zero curvature condition: 

PROOF. The required relations are verified directly using identities (3.7) and 
(3.8). For example, according to (3.7), 

8kAi - 8iAk - 2 (AiBk - AkBi) 

= 8'.Jgk,i+l - 8'.Jgi,k+l - 8'.Jgg,k+1(8g,i - 8'.Jg,i+l) + 8'.Jgg,i+l(8g,k - 8'.Jg,k+l) = 0. 

[L(6), L(6)] = 86 L(6) - 81;2 L(6). 

Note that Theorem 4.4 has a direct geometric interpretation in terms of the 
embeddings (constructed in the previous section) of the Jacobians in matrix spaces. 

Let us introduce the shift operator V~ by setting 

Vt;G( ) = xG(x) - ~G(~) 
x x x-~ ' 

where the subscript indicates the shifted argument and the superscript indicates 
the size of the shift. 

LEMMA 4.5. The operator v~ defines a commutative generalized shift, i.e., it 
satisfies the associativity equation 

The proof follows immediately from the definition. 
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PROPOSITION 4.6. On the space of functions regular at x = 0, the action of 
V~G(x) can be expressed as 

ViG(x) = L~kDkG(x), 
k~O 

where the operators Dk are invariant with respect to the shift V~ and coincide with 
those introduced in Definition 2. 

Note that Dk = Dt. The action of V~ can be extended to matrices whose 
entries are functions of x and is given by the same formula. 

Let us introduce the matrix .C(~,x) of the form 

.C(~, x) = Vi(L(x) + G(~, x)), where G(~, x) = [ L(xi - ~i)Ai] ( ~ ~). 
i>O 

The coefficients of the decomposition of .C(~, x) determine the operators Lk(x): 

( 4.1) .C(~,x) = I:eLk(x); 
k~O 

note that Lk(x) vanishes for k > g. 

THEOREM 4.7. For such a matrix .C(~,x) and for the vector field 

we have 

Put 

86 £(6, x) - 86 £(6, x) = [£(6, x), £(6, x)]. 

PROOF. The definition of the generalized shift implies 

[£(6, x1), £(6, x2)] =vi; vi; [L(x1) + G(6, x1), L(x2) + G(6, x2)], 

86 .C(6,x2) = vi;vi;86 (L(x2) + G(fax2)), 

86 .C(6,x1) = vi;vi;86 (L(x1) + G(6,x1)). 

F(6, x1, 6, x2) = [L(x1) + G(6, x1), L(x2) + G(6, x2)] 

- 86 (L(x2) + G(6, x2)) + 86 (L(x1) + G(6, x1)). 

Then 

vi; vi;F(6, x1, 6, x2) 
1 

( ~ )( ~) [x1x2F(6,x1,fax2) -6x2F(6,6,6,x2) X1 - 2 X2 - 1 
-x16F(6,x1,6,6) +66F(6,6,6,6)]. 

Obviously, we have 
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LEMMA 4.8. 

if and only if 
F(6,6,6,6) = 0 

and at the same time 

xF(6,x,6,x) -6F(6,6,6,x)-6F(6,x,6,6) = 0. 

The proof of the theorem is a direct verification of the assumptions of Lemma 
4.8. First, the condition F(6,6,6,6) = 0 holds by Corollary 4.4.l. The second 
assumption of the lemma is equivalent to 

Lx{(86 - 86 )(L(x) + G(6,6)) + [L(x), G(6,6)]} = 0, 

where the sum is over all the cyclic permutations of the triples {x, 6, 6}. The 
matrix elements ( i, j) of the functions under the summation sign can be rewritten 
in the form 

(1, 1): xg+l(~f+l - ~g+i) + (xg+1(86 - 8f.1) + (~i+l - ~g+i)8x)(g 

(1, 2) : 

(2, 1) : 

+ ((86 - 8f.1) (9 ) 8x(9 - (1/2)(8f.2 - 86) 8xp99 ; 

(86 -8e1)8x(g; 

(86 - 86 )[x(2p99 + >.29 /4) + (1/2)89 8x(p99 )] 

+ (x(86 - 8f.1) - (8Xg;Jgg))[~f+l - ~g+1 + (86 - 8f.1 )(g]; 

(2, 2) = -(1, 1), 

where we have used the relation Ai = -8i+1( 9 (u); after summation, we see that 
the assumptions of the lemma hold. The theorem is proved. D 

COROLLARY 4.8.1. The parametric family of matrices {Lj(x)} also satisfies 
the zero curvature condition: 

[Lk(x), Li(x)] = 8kLi(x) - 8iLk(x). 

Thus, applying the generalized shift Vi to the generating function L(x) of 
the matrix family A1 , ... , A9 shifted by the gauge summand G(~, x), we obtain 
the generating function of the matrix family L0 (x), ... , L9 (x) that depends on a 
parameter, and the family thus obtained also satisfies the zero curvature condition. 

The above result also solves the following problem: for a given family of opera
tors satisfying the zero curvature condition, construct a generalized shift operator, 
which (after a gauge correction) takes this family to a new family satisfying the 
same condition for all values of the parameter. 

4.3. The hyperelliptic <!>-function. In this section we construct linear dif
ferential operators for which the hyperelliptic curve V (y, x) is the spectral variety. 

DEFINITION 3. The <!>-function of the curve V(y, x) with fixed point a is 

<I> : <C x J ac (V) x V --+ <C, 

a(a-u) ( 1 T ) 
<I>(uo,u;(y,x)) = a(a)a(u) exp - 2yuo+C (a)u, 

where cr(a) = ((1(0:), ... , (g(a)) and (y,x) Ev, u and a= I: du E Jac(V). 
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In particular, <T>(O, u; (y, x)) is the Baker function (see [11, p. 421] and [28]). 
The following theorem recovers the fundamental result of finite-gap integration 
theory ([29]) in the framework of the Kleinian u-functions. 

THEOREM 4.9. The function <I>= <I>(u0 ,u; (y,x)) solves the Schrodinger equa
tion with the potential 2p99 , 

(4.2) 

with respect to u9 for all (y,x) EV. 

PROOF. From (3.5), 

0 <I>= y + 89 P(x; u) <I>, 
9 2P(x; u) 

where P(x; u) is given by (2.12). Hence, 

a;<I> y2 - (89 P(x; u)) 2 + 2P(x; u) a;P(x; u) 
<I> 4P2 (x; u) 

and by (3.9) and (3.6) we obtain the theorem. D 

Let us introduce the vector wT = (<I>,<I>g), where <I>g stands for Og<I>. 

THEOREM 4.10. For every genus g :;:::: 1, the vectors '1:1 = '1:1(uo,u; (y,x)) 
satisfy the equations 

(4.3) k = 1, .. . ,g, 

where Lk(x) is defined by (4.1). 

The system (4.3) has a solution by Corollary 4.8.1. 

PROOF. According to the results of the previous subsection, the entries of the 
matrix Lk(x) have the form 

where 

(4.4) 

and 

g 

Uo = xB - 2= xi-lPgi, 
i=l 

Wo = -~ a;uo + ( x + 2p99 + ~ >..29 ) Uo. 

Note that U0 = P(x; u). On the other hand, (3.5) implies 

<I>J (yDJ+oJ)P(x;u) (yDJ+8J)U0 

~ = 2P(x; u) = 2Uo 

so that using the identity 
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which is valid by (3.7), we obtain 

<Pi = Uj<Pg + <PVj. 

Differentiating the last equation with respect to u9 and expressing <1> 99 using (4.2), 
we conclude that 

which proves the theorem. 

COROLLARY 4.10 .1. Let the vector u T = ( ui, ... , u9 ) be identified with the 
vector (t9 , ••• , t3, t2 = t, ti = z). Then the function <P = <P(uo, u; (y, x)) solves the 
problem 

[ ( aJat a/tz) - (-~~:·, ~/4 -U(z, t)/~ + A29 /8)] ( :z) = x ( :z)' 
where U(z, t) = 2p99 + A29/4 and subscript means differentiation. 

THEOREM 4.11. The function <P = <P(uo,u; (y,x)) solves the system of equa
tions 

1 
(aka1 - /kz(x, u) a9 + f3kz(x, u)) <P = 4 Dk+z(f(x)) <P 

with polynomials in x 

1 g+2 

/kz(x, u) = 4 [akDz + a1Dk] I>i-1h9+2,i, 
i=l 

1 g+2 

f3k1(x, u) = 8 [(a9 ak + h9+2,k)D1 + (a9 az + h9+2,1)Dk] I: xi-1h9+2,i 
i=l 

- ~ 2f xj-(k+l+2) [ (I: hv,j-v) + (I: hj-µ,µ)] 
j=k+l+2 v=l µ=1 

for all k, l E 0, ... , g and arbitrary (y, x) E V. 

The most remarkable aspect of the equations of Theorem 4.11 is the balance 
of degrees of the polynomials /kl , f3kl and of the "spectral part", the umbral 
derivative Dk+1(f(x)): 

degx /kl(x, u) ~ g - 1 - min(k, l), 
degx /3kz(x, u) ~ 2g - (k + l), 

degx Dk+1(/(x)) = 2g + 1- (k + l). 

Here f(x) is as given in (1.1) with A2g+2 = 0 and A2g+l = 4. 
Note that the definition of the functions {hi,k} and the help of relations 

(3.14)-(3.15) readily yields the following formula, which re-expresses the functions 
{ hi,k}i,k~g in terms of the basis functions {{Pgj, {Pggj, {Pgggj} and of the constant 
A2g: 

hi,k = (8p99 + A2g) {Pgi{Pgk + 2p9iCJg,k-1 + 2p9 ,i-lf9gk 

+ gJggi{Pggk - {Pgggi{Pgk - {Pgi{Pgggk. 
Thus all the coefficients 1n the differential equations from Theorem 4.11 are 

polynomials in x and in the basis functions {Pgj, {Pggj, {Pgggj}. 
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PROOF. The construction of the operators Lk yields 

<I>1k = ~(81Uk + akul) <I>g + (ViVk + ~(81 vk + ak Vi+ Uk W1 + WkU1)) <I>. 

To prove the theorem, we use (4.3) and notice that (cf. Lemma 4.1): 

Dk(Vo)D1(Vo) + ~Dk(Uo)D1(Wo) + ~D1(Uo)Dk(Wo) 
_ 1 ( d t H [g+1,g+2]) (l 9+1-k)H [l, .. .,g+2J (l 9+1-l)T. - - 16 e g+1,g+2 'x, . .. 'x k,. . .,g+2 'x, .. . 'x , 

having in mind the relations h9+2,9+2 = 0 and h9+2,9+1 = 2, we obtain the theorem 
from properties of the matrix H . D 

As an example of the application of Theorem 4.11, consider the genus 2 case: 

(8~ - 2p22) <I>= %(4x + ,\4) <I>, 

(4.5) (8281 + ~P22282 - P22(x + P22 + %>.4) + 2p12) <I>= %(4x2 + A4X + A3) <I>, 

( ai + p12282 - 2g:J12 (x + P22 + % ,\4)) <I> = % ( 4x3 + A4X2 + A3X + >-2) <I>. 

Now the function <I>= <I>(u0 , u1, u2; (y, x)) of the curve 

y2 = 4x5 + >.4x4 + A3x3 + A2x2 + A1X +Ao 

solves these equations for all x . 
Excluding x from the left-hand sides of equations ( 4.5) one after the other, we 

obtain the equivalued system 
(4.6) 

A22<I> = (8~ - 2p22)<I> = %(4x + ,\4)<l>, 

A12<I> :::::: ( 8281 - p228~ + ~P22282 + P~2 - 2p12) <I> = % ( 4x2 + A4X + ,\3) <I>, 

Au <I>= (8i - 2p128i + p12282 + 2p22P12)<I> = %(4x3 + A4x2 +°A3X + A2) <I>. 

This example illustrates the general fact that for the systems of equations described 
in Theorem 4.11, one can iteratively exclude the dependence on x in their left-hand 
sides. 

COROLLARY 4.11.1. Calculating the commutators of the triple of operators 
A22, A12, Au, we find 

where 

A= 81 - 8~ + (3P22 + %>.4)82 + ~P222. 
The operator A is the difference between 81 and the positive part of the formal 
fractional power [(L )312]+ of the operator L = Di - (2p22 + i>-4), i.e., it is the A
operator of the (L, A)-pair of the classical KdV equation with respect to the function 
2p22 + i>-4. 

This corollary illustrates the following general property of the operators { Ak,l} 
obtained by excluding x from the equations of Theorem 4.11: commutation yields 
operators from Lax pairs of integrable systems. 
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4.4. Solution of KdV system by Kleinian functions. The KdV system 
is the infinite hierarchy of differential equations 

Utk = Xk[U], 

for the function U (ti, t2, t3, ... ) . One usually puts t1 = z and t2 = t. The first 
two equations of the hierarchy have the form 

Ut 1 = Uz and Ut2 = ~(Uzzz - 6UUz), 

the second being the classical Korteweg-de Vries equation. The higher KdV equa
tions are given by the relations 

Xk+1[U] = nxk[U], 

where n = ia; - (U + c) - ~Uz8; 1 is the Lenard recursion operator, and c is a 
constant. 

The KdV hierarchy is a well-known object in the theory of integrable systems, 
studied in many papers, beginning with [34]. 

The theory of Kleinian functions constructed above yields explicit solutions 
to the KdV equations so that these solutions directly depend on the canonical 
coordinates of the Jacobian of a hyperelliptic curve. Identifying time variables 
(ti, t2, ... , t 9 ) ----+ (u9 , u9 _1, ... , u1) and the constant c = >.29/12, we have 

THEOREM 4.12. The function U = 2p99 (u)+>.29 /6 is a g-gap solution of the 
KdV system. 

PROOF. Indeed, we have Uz = 89 2p99 and by (3.6) 

Ut 2 = 89 -12p99 = ~(p99999 - (l2p99 + >-29 )p999 ). 

The action of R 

8g-i-12p99 = [ia; - (2p99 + i>-29)] 2p99 ,g-i - 2p999 p9 ,g-i 

is verified by (3.6) and (3. 7). 
On the gth step of recursion, the "times" Ui are exhausted and the stationary 

equation X9+1 [U] = 0 appears. A periodic solution of g + 1 higher stationary 
equation is a g-gap potential (see [29]). 

4.5. Solution of the Sine-Gordon equation in Kleinian functions. 
Consider the following system 

{ a!2at <p(z1, Z2, t) = 2,8 Sin <p(z1, Z2, t) - <Xl/;(z1, z2, t) e{ -2i<p(z1 ,z2 ,t)}, 

88 7/J(z1, Z2, t) = _21 ,8e{i<p(z1,z2,t)} 88 <p(z1, z2, t) 
Z1 Z2 

(4.7) 

for the two functions <,o(z1,z2,t) and 'l/;(z1,z2,t). For a= 0 this system splits 
into two independent equations, the first of which is the well-known Sine-Gordon 
(SG) equation in the coordinates of the light cone. In the general case (a =I- 0) this 
system is a weak two-dimensional analog of the SG equation. 

The theory of Kleinian functions yields explicit solutions of this system. 
Consider the correspondence of coordinates (z1, z2, t)----+ (u1, u2, u9 ). 
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THEOREM 4.13. Leto:= >..0 />..1 and f3 = ~. Then the pair of functions 
<p = -ilog(2p1 , 9 (u)/~) and 7/J = ip2 ,9 (u) is 2g-periodic finite-gap solution to 
system ( 4.5) for every genus g ~ 2. 

PROOF. By (3.6)-(3.9) we have 

A.1 A.o 
8189 log P1,9 = 2p1,9 - -2-- + - 2- P2,9 , 

Pl,g P1,9 

which ensures that the first equation in ( 4.5) holds; the second one is equivalent to 
the relation 81P2,9 = 82p1,9 . 0 

The results of the last subsections demonstrate the possibilities of Kleinian 
functions in the contemporary theory of integrable systems. Note that the natural 
identification of the independent variables (see Theorems 4.12 and 4.13) with the 
canonical coordinates on the Jacobians yields explicit solutions in Kleinian functions 
of well-known systems in a form convenient for the study of these solutions and their 
applications. This is one of the important incentives for the further development 
of the theory of Kleinian functions. 

§5. Concluding remarks 

Several remarkable properties of the Kleinian functions are beyond the scope 
of our paper. We give some instructive examples for the case of genus 2 when 
uT = (u1, u2): 

• The addition theorem 

• The following expression, which can be interpreted as the Hirota bilinear 
relation: 

0 
-1/2 

0 

is identically 0, where D.,T = (D..r,2D..1D..2,D..§) with D..i = 8/8ui - 8/8u~ and 
also E[,,7 = (1, TJ + ~' TJ~). After evaluation, the powers of parameters TJ and ~ are 
replaced according to the rules TJk,~k __, >..kk!(6 - k)!/6! by the constants defining 
the curve; 

• For Kleinian er-functions, the following operation is defined 

which resembles the function executed by vertex operators. 
A reference for these formulas is [12]. 
Another interesting problem is the reduction of hyperelliptic p-functions to 

lower genera. In the case of genus 2, this happens according to the Weierstrass 

:.. 
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theorem when the period matrix T can be transformed to the form (see e.g. [11, 
24]) 

T = (Div 1~~) ' 
where the so-called Picard number N > 1 is a positive integer. The associated 
Kummer surface in this case turns out to be the Pliicker surface. Similar reductions 
were studied in [30] in order to single out elliptic potentials among the finite gap 
ones. Problems of this kind were treated in [31-33] by means of the spectral theory. 
We remark that the formalism of Kleinian functions makes the related calculations 
much easier and the solution more descriptive. 

These and other problems of hyperelliptic Abelian functions will be discussed 
in our forthcoming publications. 

In the forthcoming papers we intend to develop the following topics: 
e For any genus g , to express 

(J(u + v)(J(u - v) 
()2 ( u) ()2 ( v) 

as a polynomial in the basis meromorphic functions on the hyperelliptic Jacobian; 
e Using the relations between the g::i-functions and their derivatives obtained 

above, to obtain the differential addition theorem for p = (g::i1,9 , ... , g::i99 )T; 
o To continue an in-depth study of the relationship between the theory of gen

eralized shift operators and algebro-geometric methods in the theory of integrable 
systems. 

In conclusion we emphasize that the Kleinian construction of the hyperelliptic 
Abelian functions complements the theta functional realization; according to the 
authors' experience, the combination of the two approaches makes the whole picture 
more complete and descriptive. 
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