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1. Introduction 

Let Б be a real normed space, let Ф С В be a subset of В — we will call it 
a dictionary, and let / be any element of B. 

Definition 1. n-term, approximation of an element / G В with respect to 
the dictionary Ф is 

е п ( / , Ф , В ) = inf | | / - P | | B , (1) 

where for n = 1,2,... 

4 = i ^ 

Further, if К is a subset of B, then 

еп(А',Ф,В) = 8иреп ( / ,Ф,В). (2) 

At present, research in n-term approximations has become a separate branch 
of approximation theory. The best-investigated situation is when К is some 
class of smooth functions defined on the domain О in Rd and В — Lp(0), 
1 < P £ °°- Various dictionaries Ф have been considered. Here are the most 
important examples: 

a) Ф is a complete orthonormal set of functions (O.N.S.) in L2(0); in par
ticular, Ф can be a trigonometric system; 

b) for the approximation of functions of d variables, defined on the cube 
Id = (0, l)rf, we can consider the dictionary Ф/. that consists of all functions of 
the type 

u(xi,...,xk) -v(xk+i,...,xd), 1 < к < d; 

c) for the approximation of functions of d variables by "free knots splines" 
we can consider dictionaries that consist of functions of the type 

P-Xb, 
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where P is a polynomial of the degree < r of d variables and XA is the charac
teristic function of the segment А С Ed; 

d) Ф is the set of ridge functions, i.e., functions in L'P(CL), ft С Wl, of the 
type 

u(x) = f((x,0)), 

where / is a function of one variable, x £ О, в G Er/, \6\ — 1, and (•, •) is an 
inner product in Wl. 

For each of those families of dictionaries there are research results that are 
valuable from the theoretical as well as practical point of view (see [1], [2], [3]). 

Research related to the example a), i.e., the situation when Ф is a complete 
O.N.S., has become more active due to the development of wavelet theory. 
As to Definition 1, for orthonormal dictionaries in Hilbert space H it was 
introduced back in 1955 by S. B. Stechkin [4] when he was investigating the 
absolute convergence of series with respect to general complete O.N.S. Note 
that in this case 

е„(/,Ф,Я)=( J2 K(/)]2) "> (3) 

where {c*k{f)} is a non-increasing rearrangement of the sequence of absolute 
values of the Fourier coefficients of the function / with respect to the complete 
O.N.S. Ф. 

The author in [5] suggested a geometric approach to the proof of lower 
estimates for values (2); this approach can be applied to any orthonormal 
dictionary Ф in a Hilbert space H. More precisely, it was shown in [5] that if 
for some n 6 N К contains the set Q of all vertices of a 2n-dimensional cube: 

Q = ( l > ^ > £i = ±]L> Ш ? = 1 i s a n O.N.S.}, (4) 

then 
еп(К,Ф,Н) >с-п1/2, c > 0 . (5) 

To apply this result we need to inscribe a big enough cube in a given set К 
(i.e., for a given n we need to find a big enough number Л and a set Q of type (4) 
such that X-Q С К). This problem is not difficult to solve for classical function 
classes К and it allows us in certain cases to obtain order-sharp lower estimates 
for n-term approximations. Estimates analogous to (5) and its generalizations 
were obtained in [6], [7]. 

In 1993 S. V. Konyagin suggested a problem of estimating the values (2) 
when В = L2(/ r /), Ф was an O.N.S., and К was the family of characteristic 
functions of convex subsets of the unit cube fd С Mf/. This problem seems 
natural from both theoretical and practical point of view. Even for d — 1 it 
remained unsolved. In that case (i.e., d = 1), the problem essentially can be 
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reduced to the estimating quantities (2) for "one-parametric" family of func
tions 

f 0> if 0 < x < t, 
Ь Х 5 ^ * 1 . *<*> = { 1, * , < * < ! . ( 6 ) 

S. V. Konyagin brought to the author's attention the problem of lower estimates 
for n-term approximation of the family (6); he also noted that there were 
exponential upper estimates for those values. More precisely, if Фо is the Haar 
system, then 

е„ (Х,Фо,Ь 2 (0 ,1 ) )<С-2-" / 2 . (7) 

This estimate can be checked by applying a standard error estimate for 
^-approximation of functions xt (0 < t < 1) by partial sums of Fourier-
Haar series (see, for example, [8], p. 75) noticing that each dyadic block of the 
Fourier-Haar series of xt has at most one non-zero coefficient. 

The family X is very "thin". That is why the above mentioned geometric 
approach to lower estimates for n-term approximation is not applicable to this 
set. It turned out that instead wre can use a technique from the theory of 
general orthogonal series. 

In this article, using the approach from author's paper [9], we establish the 
following two theorems. 

Theorem 1. There exists an absolute constant С > 0 such that for each 
n — 1,2,... and for any orthonormal system Ф С I/2(0,1) 

еп (Х,Ф,£ 2 (0 ,1))>С~- ' \ 

Theorem 2. If Ф is a complete uniformly bounded orthonormal system: 

§ = fe}r=ici2(fl,i), 
lhftlli~(o,i)<M, j = 1,2,..., 

then for each n = 1,2,... 

e n ( X , # , L 2 ( 0 , l ) ) > % > 0 . (8) 

Remark 1. The exact value of the constant С in Theorem 1 is unknown. 

Remark 2. Theorem 2 shows that the uniform boundeclness condition 
for the orthonormal dictionary Ф substantially changes (compared with the 
general case) the behavior of n-term approximations of functions from the 
family X. The sharpness of estimate (8) is demonstrated by the example of the 
trigonometric system T : if Ф = Г, then 

e. :п{Х,Т,Ь2(0,1))<С-п^2 

The results of this paper are announced in the note [10]. 
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2„ Proof of Theorem 1 

Below we denote by #Л the cardinality (the number of elements) of a set Л. 

Lemma 1. Suppose N £ N, Л С N, #Л < сю, {tpj}jeA is a normalized 
system of functions in L2(0,1) (i.e. | |^J| |L2(O,I) — 1 Vj G A), and for each 

jeA 

where Xt is defined in (6). Then 

1/2 

N 

ШЕ4 Ф-^Т-^ 
j'GA v A = l 

Lemma 1, up to the constants, is a special case of Theorem 1 of the paper [9]. 
Still, let us prove it for the sake of completeness. For each N > 2 we define a 
system of functions { /^}^1 on (0,1) by the following formula: 

/n*) = i — к 
'' i - 1 i 

if x € ( - Т Г - , T7 ), гфк, 1 < г < iV, 

0, if ж € 

TV 'TV 
' & - 1 A; 

N 'Nj' 

Using the classical inequality for a Hilbert bilinear form 

TV N N 1/2 / N ч 1/2 

k=zli=l,i^k 'l 4=1 J 4=1 

(see [11], p. 256, th. 294) for any coefficients {a / c }^ = 1 , we get 

N , N 
л TV yv 1 

i 2 (0 , l ) №/2 i=l 4 = 1 
TV 

лг 1/2 
iV 

1/2 

TV 

< 7 Г 

y^ &2 = -|_ г=1 х/с^г ' 
% — \ 

(9) 

ЛГ 

Now consider the integral 
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1 N ЛГ i J V - 1 1 N 

J ° *=1 A=l J ° *=1 i V <=*+! * ^ /c=l i=k+l 

[N/2] [N/2] 

J f e = l r = l j f e = l r=l 

But 
i V TV г 

E Xife/iv/fe = E E ukjpb+ Ak 
k=l Lj<EA k=l 

and for each к — 1,2,..., iV ||Д.||ь°° < 1; therefore 

^ i / . 1 i N 

fk 

, fc=ll,/o I A=l 

Thus 

A k=lJo \ 6 Л J 

= E / ^ ̂  ( E °fc.i ̂  (x))dx 

jeAJo 4 = 1 У 

1/2 

By (9) and since the system {tpj} is normalized, the latter sum is bounded from 
above by 

TV 

*E(^EaLJ • , 
j€A ч k=l J 

This completes the proof of Lemma 1. 

Lemma 2. Let f be an absolutely continuous function on (0,1) such that 
11/11^(0,1) < 1 . If for some NeN 

1 N 

*;=i 

2 fk_ 
N 

1/2 3 

then 
2 4 
^ < 11/11^(0,1) < g£. 
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Proof. First we shall show that for each r £ (0,1/N) 

*-*= £E 
TV 

k=l 
f { ^ ) - f ( ^ ~ T 

2 ч 1/2 

< N 
(10) 

Indeed, 

'№-'($-* k/N 

к /TV-
/'(a:) da; 

Jfe/N 

k/N—, 
< r 1 / 2 f / ( / ' ) 2 dr 

1/2 

therefore, 

S'2<^T iff dx<~ 

which proves the estimate (10). Then 

N f.k/N 

I I / " 2 
b2(o,i) - 2 ^ 

k=1J(k-l)/N 

fl/N r - /V 

^ / ' V ^ / J, 

k=l 

k=l 

•1/N 
dr = N I \\vT\\2

L2 dr, 
о N 

where v r £ RN, (vT)k = f{k/N - r ) , A; = 1,2,...,iV, and for any vector 

'N \ ДГ ^ I I * , = I -T^Ml 
k=l 

1/2 

Therefore, we get 

besides, by (10), 

l/llb = N 
1/N 

КИЬз, dr; (П) 

!1«о-«т||^ < i , 0 < r < l 
and by assumption, | |V0 | |L2 > 3/iV. Using the triangle inequality, for each 
r G (0,1/iV) we get 

"INIIz- < \Ы\ь% - ^ < \\vr\\L% < \\V0\\L2N + | < - I N I z - ; 

that is, for each r G (0,1//V) we have 

4, 16, 
9Ь11^<1Ы^ < у Ы ^ , 

and Lemma 2 now follows from (11) and the definition of the vector VQ. 
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Lemma 3. Suppose f is an absolutely continuous function on (0,1), 
/(1) = 0, | | / / | |L2(O,I) < 1 and | | / | |L2(O,I) — &- Then there exists an interval 
UJ С (0,1) such that its measure \u\ > ~S and 

\f(x)\>-5 V x e w . 

Proof. We assume that S > 0. Consider 

, E=\xe(0,l):\f(x)\>-6j. 

Clearly, E is an open set, and it can be written in the form 

where CJ; are non-overlapping intervals. The set E is not empty and, moreover, 

/ " dx = / / " dx 
E J(o,i) ' 

f2dx>62-h2 = h2. (12) 
(o,i)\s 

Let Zi be the right-hand endpoint of the interval uj{. Then \f(zi)\ = |(5. Further, 
for each x G E there exists г such that x G io^ and then 

l / (z)-/(*)! = f'(u)du <K|1 /2 / l/'W|2cb 
1/2 

Hence 

| /(х-)|<з^ + к | 1 / 2 ( / |/'(«)|2du 
1/2 

ж 6 w», 

therefore 
\f(x)f < ~<52 + 2|i*| / | / ' («) | 2 du, x € wf, 

and (see (12)) 

^ 2 + 2 | W l | / |/'(«)|2du 

<^2 + E 2 N 2 / , l/'HI2^-

By definition, put A?; = / \f (u)\" du. 



248 On Lower Estimates for n-term Approximation in Hilbert Spaces 

Then the previous inequality yields 

^ 2 <5> г | 2 А г . (13) 

Since 

X>< / I/'MI2^<I, 
Jo 

by (13) we get that there exists an interval U{ such that \u{\2 > ~52;, but in 
that case we have \u)i\ > 4= 5 > \5. This completes the proof of Lemma 3. 

Now we can start the proof of Theorem 1. Obviously, we can complete the 
system Ф if necessary, thus we can assume that Ф is a complete O.N.S. It is 
also clear that it suffices to consider only the case when n > щ. Let n > 4 be 
given and 

7V = 2 6 0 n . (14) 

It is easy to check that in this case 

log2Af 7 I log2 i¥ =№• Зтг 2тгХ 10 
For the given O.N.S. Ф we obviously have one of the following two cases: 

1 1 
1) 1 т ^ б я ( ^ / л , , Ф , £ - ) > 2 ^ > 2 в 1 я , 

Let us prove that in case 2) 

iflfyv Cn{Xk/N' Ф ' L'2) - TVi+i/ioo ^ ^ 7 ' ^16) 

Thus, for each n > 4 the estimate in the Theorem 1 will be established if we 
take С = 261. 

Now, if condition 2) holds, then for each к = 1, 2 , . . . , N, 

Xk/N(x)=P^N(x)+Ak,N(x), 

where Рф'' (х) is a polynomial with respect to the system Ф such that the 
number of its non-zero coefficients is < n and 

||Afej7v||z.2(0,l) < ^ y > k = 

Suppose 

= 1,2,...,7V. 

#Ek>N < n. 

(17) 

(18) 
jeEk,N 
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Clearly, we can assume below that 

ak,j = / Xk/N<Pj dx = / ipj dx 
JQ Jk/N 

is a Fourier coefficient of the function Xk/N- This follows directly from the 
extremal properties of the Fourier coefficients. 

By definition, put 

N D A = ( J s p e c t r u m P ^ , 

where spectrumP<$ = {j : a.j Ф 0} if Рф = Y^jeEaJ^J *s a polynomial with 
respect to the system Ф. Clearly, #A < n • N. Now let us consider 

A' = < j G Л : max |a& max 

and 

l<k<N 'J l<k<N\Jk/N 

ll = sp.an{<^, j G A'} 

Lp.j dx 
1 

~ 27V • n1/'2 

— a subspace generated by the functions (f>j, j G Л'. Then for each к 
1, 2 , . . . , N for the polynomial 

I*-» = E aktjVi 
jeA> 

we have 

Indeed, 

Xk,N - P*>" + A^,iv ^ , N | | L 2 N 

j£EkiN\A' 

N, 

but by the very definition of A', 

j£EkyN\A' 

< 
* - i l / 2 

2 ~ [ (2N)2n 2N 

from which, using also (17), we get (19). 
By Lemma 1 (see also (15)), it follows from (19) that 

1 
To 

J€A' 

where 
/ 1 N N 1 / 2 

N L^ -* ,J 

(19) 

(20) 



250 On Lower Estimates for n-term Approximation in Hilbert Spaces 

Let us show that 

there exists a number ко G { 1 , . . . , TV} such that the set 
of coefficients a ^ j , j G Л', contains more than n 
coefficients whose absolute value is greater than Д Д 0 1 / 1 0 0 " 

The required relation (16) follows directly from (21). 
By definition, for К С { 1 , . . . , N} put 

nn *K 
/*(A) = — . 

The relation (21) will be proved if we check that 

(21) 

jeA.' 
\ak,j\ > 

1 
ЛД.01 > n. (22) 

We consider the decomposition 

Л' - A" U Л / / i i Л / / / 

where 
A" = \jeA':ej>jj\, Л'" = Л ' \ Л " . 

By the definition of Л' and the inequality A^1-01 > 2N • nl/2 (see (14)), we 
obtain that for each j G A'" 

{*:lafcj-|>^}^0; 
therefore, for each j G A//;, 

fj,<k : \akJ\ > 
1 \ 1_ 1 

ДГ1.01 \ ~ N ~ Q£i 

and. thus, 

JEA'" ^ J jeA"1 

(23) 

On the other hand, if j G Л", then Щад-,./}!!/^ = ej > 6/-/V and the application 
of Lemma 2 to the function 

/( .*)= / Vj(t)dt 

yields 

|L2(0,1) tpj (t) dt 
ЬЦОЛ) 

2 4 
^ 3* ' > N 
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Therefore, by Lemma 3, there exists an interval UJ С (0,1) such that its measure 
is 

and for each x (E UJ 
H > ^ll/IUw) > ^ 

^ W ^ | > i | | / | | L 2 ( 0 ! l ) > ^ r (24) 

Note that the lower estimate for the number of points of the form k/N, 1 < 
к < IV, within the interval UJ is |CJ| • iV — 1, so we can see that for each j e A" 

N N 
this number is not less than —-£.,• — 1 > —e-,. 

3 6 
Hence 

E M*: K.i > ^_1-01} > E Ak • i°wi * \ei) j> E | сю 
j€A" j€A" ^ ' — jeA" 

(we used the estimate 7V~101 < N'1 < %£j for j e A"). 
Finally, we have (see (23), (25)) 

E ,{k : K,| > iV—} = X > E f £ Ь + £ Ь Ч £ £i" 
jeA' jeA" jew r*-jeA" jeA"' jeA' 
The right-hand side of this relation, by (20) and (14), is ne&4ess-than n. Thus 
the inequality (22) is established, and this completes the proof of Theorem 1. 

3. Proof of Theorem 2 

The considerations below are in some sense similar to the proof of the 
estimate (9) in [9]. Let us check that for each O.N.S. Ф that satisfies the 
conditions of Theorem 2, for each n G N and TV = [2000 M2n] the following 
inequality holds 

^ ^ " Ь / л ^ - ^ О Д ) ) ^ ^ . ^ . (26) 

It is clear that Theorem 2 follows from (26). In order to prove the estimate (26) 
we define (for iV > 10) the system of functions {f^}^=1 on the segment [0,1] 

( т — 1 r \ 
such that these functions are constant on each interval , — , 1 < r < N, 

V N N J ~ ~ 
and 

- , if 2 < r - к < 3, 4 < r < N - 4, 

W ^ i = < •]-, if 2<k-r < 3 , 4 < r <N-4, (27) 

0 for other k, r. 

-4. 
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It follows from definition (27) that 

a) f]*(x) = 0 when 4 < к < N - 4 and x <£ 
k-4 A: + 3 

N ' N 

b) fj? (x) > 0 when ж > N'1 

N (28) 
с) £л" = °; 

fc=l 

d) | | / f lUi<^, 11/Л1<^щ-

For к = l ,2 , . . . , iV put 

Note that 

a&,j = / Xk/N<Pjdx, j = 1,2, 

M 
la/ . j -a /c+i j l < — , 1 < A; < JV- 1, (29) 

which follows from the estimate 

\a>k,j - «ifc+i,. 
о 

<Pj(Xk/N -X{k+i)/N)dx 
(k+l)/N 

k/N 
(fj dx 

M 
< — , 
~ N 

From the definitions and properties of the functions /^ , (see (27), (28)) it 
follows directly that 

N 
(30) 

(we used here that N > 2000). 
Thus 

,1 N 1 < Yl'^INfk dx 
„l N , оо / •1 J V / «J \ 

= / £лПЕ а^> 
= E E a ^ / fk'<Pjdx = Rl+R2 

3 = 1 k=l J° 

(31) 

where 

* = £[*{ E fl*,j/* № 
|afcii|>2M/7V 

(32) 
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' R-2 = J2 E a ^ / Wfk<b- (33) 
k=lj:\ahJ\<2M/N J° 

Now let us estimate Ri and ^2- For j = 1,2,..., consider 

fc:|afcii|>2M/.JV 

Then (using the estimate | ^ (ж) | < M, .7 = 1,2,...) we obtain 

oo -i 
Д1 ^ M E / lFi(^)ld:c- (35) 

Now let us estimate separately each term in the sum in the right-hand side 
of (35). By definition, for each r G {1,. •., N} put r_ = max{l,r — 4}, f = 
min{iV,r + 4}. Then 

/ \Fj(x)\dx= / \Fj\dx+ / \Fj\dx, 
Jo JE{ JEJ

0 

where 
Ы Г fr-1 r \ . . 16 Ml 
Ег = \х:хе (̂  — , - j , £ | * Kil > - ^ j , 
£g = (0,1)\J5J. 

Since (see (27)) 

/ f ( r ~ / v ) = 0 when A; < r or k>r (36) 

we see that by definition of E\ and (28d), 

cN 

(37) 

l\Fj\dx<r Yl \akJ\f?(x)\dx 
JEi J° k:{2M)/N<\akJ\<(16M)/N 

/г: (2M)/iV<|afcij|<(16M)/iV 

Further, the definition, of E{ yields 

ES?>«i>™ " 4 N ^ < <38> 
Indeed, for x = ——— G J5?̂ ", 

16 M 
max аЛ; .,• > 

file:///Fj/dx
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Therefore (see (29)) 

16 M 8M 8M 
M ? M > N N ~ N ' 

r - 1/2 and (38) is established. Using (36) and (38) we get that for x — —-~— G E[ 

N r r r 

k=l k=r_ &=r k=r_ 

The latter sum is equal to zero by (28c) and (28a). Besides (see (29)), 

, 8M r. \akj-arj\<— if L<k<f, г = 1,2,...,УУ, 

r — 1/2 
and H/^HL 0 0 < | - Hence, for each point x ~ ——-— G ^ there is an estimate 

iV 2 
r < A K r 

and, therefore (see (38)), 

1̂ < 
N ВД1<^ J2 L (39) 

{&G{r , . . . , r} : | a f c i , - |>8M/N} 

(40) 

It follows from (39) that 

/ ^ • ( * ) i ^ E т. --лг- E ] 
1 r : ( r - l / 2 ) / N G £ ? J { * € { r , . . . , r } : | a f c J > 8 M / ; V } 

< ^ . 9 - У i = ^ У i - jv2 ^ л^ 2^ x-
/г.-|аь,.,-|>8М/ЛГ k:\akJ\>8M/N 

Combining (40) and (37), we obtain that for each j = 1,2,... 

1 . „ . .• 36 M v ^ 1 2 16 M v-^ 

o i^i^<-^- E i + ^ - д г - E i 
U k:\aktj\>8M/N к: \akJ \>2M/N 

70 M v ^ 

^ ^ E i-
Hence (see (35)) 

70 M2 v-^ 

(kJ):\akJ\>2M/N 
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CkJ = / fk(x)<Pj(x)dx. 

Note that in (41) the summation is done over all pairs {k\j) such that j G N, 
к е { l , . . . ,A r } and \akJ\ > 2M/N. 

Now let us estimate R2 (see (33)). By the Cauchy inequality, 

Л / *-̂  \1/2 /~ \1/2 

^<E( E °h) -(E^ 
where for each j = 1,2,... and к G { 1 , . . . , N} 

f 

/o 

At the same time, by Bessel inequality and (28d), for each к = 1,2,..., TV, 

oo ч 1/2 

ЕсЫ <-^1/2' 
Thus, 

N / \ X /2 

^<E^"1/2( E <Л • («) 
A=l S':K.il<2M/iV ' 

To conclude the proof of (26) and, therefore, Theorem 2, we use the inequality 

^ E ' + £"-"•( E < , f ^ («) 
(A ; , i ) : | a , , j |>2M/7V Л=1 \ f c J ) : \akJ \<2M/N J 

which we proved above (see (31), (41), (42)). Assuming that n is fixed and 
N = [2000M2n], suppose 

т^епЫк/^^(091)) <^~^^ (44) 

(otherwise, for a given n (26) evidently holds) and let A^ С N, #Л/е = n, be a 
set of indices such that 

Wk ~ Xk/NWb* < AmMr)l/2 > P ^ E 
J€Afc 

Then 

E < ^ E aL+ E ah> (45) 
j : | a f c ) i |<2M/7V { j : \akJ\<2M/N}nAk {j: \akJ\<2M/N}nCAk 

where CAA, = N \A* . 
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Combining (45) with the inequality 

1 

we obtain 

Z-, а^э ^ (400 M ) % ' 

^ 2 (2M)2 1 
Ъ a^ ^ n ' ~N^ + (400 M ) % 

j:\akJ\<2M/N V У 

Hence, the second sum in (43) is not greater than 

E""1 - 1 / 2 

Л=1 

^ 2 M 7 ч/2-l 
JV 400 Mn1/2 ^ « ( ^ ^ L ^ V ' V 

400 M U 

Thus, assuming that (44) holds, we may claim (see (43)) that 

70 M 2 ч р 1 
N2 /L, - 4 • 

(fc,j):|ofclJ-|>2M/JV 

(46) 

From (46) and the definition of TV it follows that there exists a number 
ко E { 1 , . . . , N} such that 

#Ь" •' Hjl > > 
N 2M\ 

N ] ~ 280 M2 > 2n. (47) 

The inequality (47) yields the following estimate for the n-term approximation 
of the function Xk0/N '• 

en(Xk0/N,$,L2(0,l)) > 
/ 2 Л А 2 T1/2 Ш ,V2 

> [2000 M 2 ] . n ~ 1000 M 
-1/2 

which means that under the assumption (44) the estimate (26) also holds. This 
completes the proof of Theorem 2. 
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