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Abstract: The Holevo capacity of an arbitrarily constrained infinite dimensional quan-
tum channel is considered and its properties are discussed. The notion of optimal average
state is introduced. The continuity properties of the Holevo capacity with respect to con-
straint and to the channel are explored.

The main result of this paper is the statement that additivity of the Holevo capacity for
all finite dimensional channels implies its additivity for all infinite dimensional channels
with arbitrary constraints.

1. Introduction

The Holevo capacity (in what follows, yx-capacity) of a quantum channel is an important
characteristic defining the amount of classical information which can be transmitted by
this channel using nonentangled encoding and entangled decoding, see e.g. [8, 10, 21].
For additive channels the x -capacity coincides with the full classical capacity of a quan-
tum channel. At present the main interest is focused on quantum channels between finite
dimensional quantum systems. But having in mind possible applications, it is necessary
to deal with infinite dimensional quantum channels, in particular, Gaussian channels.
In this paper the x-capacity for an arbitrarily constrained infinite dimensional quan-
tum channel is considered. It is shown that despite nonexistence of an optimal ensemble
in this case it is possible to define the notion of the optimal average state for such a chan-
nel, inheriting important properties of the optimal average state for finite dimensional
channels (Proposition 1). A “minimax’ expression for the x -capacity is obtained and an
alternative characterization of the image of the optimal average state as the minimum
point of a lower semicontinuous function on a compact set is given (Proposition 2).
The notion of the y-function of an infinite dimensional quantum channel is intro-
duced. Itis shown that the x-function of an arbitrary channel is a concave lower semicon-
tinuous function with natural chain properties, having continuous restriction to any set
of continuity of the output entropy (Propositions 3-4). This and the result in [12] imply
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continuity of the y-function for Gaussian channels with power constraint (Example 1).
For the yx-function the analog of Simon’s dominated convergence theorem for quantum
entropy is also obtained (Corollary 3).

The question of continuity of the x-capacity as a function of channel is considered. It
is shown that the x-capacity is a continuous function of channel in the finite dimensional
case while in general it is only lower semicontinuous (Theorem 1, Example 2).

The above results make it possible to obtain the infinite dimensional version of
Theorem 1 in [11], which shows equivalence of several formulations of the additiv-
ity conjecture (Theorem 2).

The main result of this paper is the statement that additivity of the x -capacity for all
finite dimensional channels implies its additivity for all infinite dimensional channels
with arbitrary constraints (Theorem 3). This is done in two steps by using several results
(Lemma 5, Propositions 5 and 6). These results are also applicable to analysis of indi-
vidual pairs of channels as it is demonstrated in the proof of additivity of the x-capacity
for two arbitrarily constrained infinite dimensional channels with one of them noiseless
or with entanglement breaking (Proposition 7).

2. Basic Quantities

Let H be a separable Hilbert space, B(H) be the set of all bounded operators on H with
the cone B (H) of all positive operators, T(H) be the Banach space of all trace-class
operators with the trace norm || - ||; and G() be the closed convex subset of T(H)
consisting of all density operators on H, which is a complete separable metric space with
the metric defined by the trace norm. Each density operator uniquely defines a normal
state on B(H) [1], so in what follows we will also for brevity use the term “state”.
Note that convergence of a sequence of states to a sfate in the weak operator topology
is equivalent to convergence of this sequence to this state in the trace norm [3].

In what follows log denotes the function on [0, +00), which coincides with the
logarithm on (0, +00) and vanishes at zero. Let A and B be positive trace class oper-
ators. Let {|i)} be a complete orthonormal set of eigenvectors of A. The entropy is
defined by H(A) = — ) ;(i| Alog A |i) while the relative entropy — as H(A ||B) =
> (il (AlogA— Alog B+ B — A) |i), provided ranA C ranB,! and H(A |B) = +00
otherwise (see [16, 17] for a more detailed definition). The entropy and the relative
entropy are nonnegative lower semicontinuous (in the trace-norm topology) concave
and convex functions of their arguments correspondingly [29].

Arbitrary finite collection {p;} of states in G (H) with corresponding set of probabil-
ities {m;} is called ensemble and is denoted by ¥ = {m;, p;}. The state p = ), 7w p;
is called the average state of the above ensemble. Following [12] we treat an arbitrary
Borel probability measure & on G(H) as a generalized ensemble and the barycenter of
the measure 7 defined by the Pettis integral

p(m) = / pm(dp)
G(H)
as the average state of this ensemble. In these notations the conventional ensembles cor-

respond to measures with finite support. For an arbitrary subset .A of &(H) we denote
by P 4 the set of all probability measures with barycenters contained in A.

! ran denotes the closure of the range of an operator in .
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In analysis of the x-capacity we shall use Donald’s identity [6, 19]

> wiH(pillp) =Y wiHpillp) + H(plA). (1)

i=1 i=1

which holds for an arbitrary ensemble {7;, p;} of n states with the average state p and
arbitrary state 0.

Let H, H’' be a pair of separable Hilbert spaces which we shall call correspondingly
input and output space. A channel ® is a linear positive trace preserving map from
T (H) to T(H') such that the dual map ®* : B(H') — B(H) (which exists since D is
bounded [5]) is completely positive. Let .4 be an arbitrary closed subset of S(H). We
consider a constraint on the input ensemble {7;, p;}, defined by the requirement p € A.
The channel ® with this constraint is called the A -constrained channel. We define the
x -capacity of the A-constrained channel ® as (cf.[9-11])

C(®; A) = sup xo({mi, pi}). 2)
peA

where

xo(mi, pi)) = Y 7w H(® (o) | (5)).

In [12] it is shown that the x-capacity of the .A-constrained channel ® can be also
defined by

C(®; A) = sup / H(®(p)|P(p ()7 (dp), 3)
TeEP A
(C100)

which means coincidence of the above supremum over all measures in P 4 with the
supremum over all measures in P 4 with finite support.

_ The x-capacity C(®; &(H)) of the unconstrained channel ® is also denoted by
C(®P).

The y-function of the channel @ is defined by

xo(p) = C(P: {p}) = 5 sup ZﬂiH(Q(,Oi)HCD(P))- “)
i iPi=pP

The x-function of the finite dimensional channel ® is a continuous concave function on
G (H) [11]. The properties of the x -function of an arbitrary infinite dimensional channel
® are considered in Sect. 4.

3. The Optimal Average State

It is a known fact that for an arbitrary finite dimensional channel ® and an arbitrary
closed set A there exists an optimal ensemble {7;, p;} on which the supremum in defi-
nition (2) of the x-capacity is achieved [4, 22]. The image of the average state of this
optimal ensemble plays an important role in the analysis of finite dimensional channels
[11].

For a general infinite dimensional constrained channel there are no reasons for exis-
tence of an optimal ensemble (with a finite number of states). In this case it is natural
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to introduce the notion of optimal generalized ensemble (optimal measure) on which
the supremum in the definition (3) of the x-capacity is achieved. In [12] a sufficient
condition for existence of an optimal measure for an infinite dimensional constrained
channel is obtained and the example of the channel with no optimal measure is given.

The aim of this section is to show that even in the case of nonexistence of an optimal
generalized ensemble we can define the notion of “optimal average state”, inheriting the
basic properties of the average state of the optimal ensemble for the finite dimensional
constrained channel. Using this notion we can generalize some results of [11] to the
infinite dimensional case.

Definition 1. A sequence of ensembles {nik, pf } with the average p* € A such that
lim xo ({7, pf}) = C(®; A)
k——+00

is called the approximating sequence for the A-constrained channel ®.

A state p is called an optimal average state for the A-constrained channel ® if this
state p is a limit of the sequence of the average states of some approximating sequence
of ensembles for the A-constrained channel ®.

This definition admits that an optimal average state may not exist or may not be
unique. If A is a compact set then the set of optimal average states for the A-constrained
channel @ is nonempty. It turns out that in the case of the convex compact set .4 all
optimal average states have the same image.

Proposition 1. Let A be a convex compact subset of &(H) such that C(®; A) < +oo.
Then there exists the unique state Q2(®, A) in S(H') such that ®(p) = Q(D, A) for
the arbitrary optimal average state p for the A-constrained channel ®.

The state Q(®, A) is the unique state in S(H') such that

D wiH(@ (o)) (D, A) < C(®; A)

j
for any ensemble {1 ;, 0} with the average state o € A.

Note that the second part of this proposition is a generalization of Proposition 1 in
[11], where the version of the “maximal distance property” of an optimal ensemble [22]
adapted to the case of a constrained channel is presented. Since the assumed compact-
ness of the set A implies existence of at least one optimal average state, Proposition 1
is proved by combining the two following lemmas.

Lemma 1. Let A be a convex set such that C(®; A) < +oc and p be an optimal average
state for the A-constrained channel ®. Then

Y uiH@@)®(p) < C(P; A)
J

for any ensemble {11, o} with the average state 6 € A.

Proof. The proof of this lemma is a generalization of the proof of Proposition 1 in [11].
Let {nl.k, pf } be an approximating sequence of ensembles such that p = limg_, 4o ok,
and let {4}, oj} be an arbitrary ensemble of m states with the average & € .A. Consider
the mixture

Eh = {1 =L pfs oo (L= DTN Pty MAIOTs oo MmO}, 7 € [0, 1]
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of the ensemble {u;,o;} with an ensemble {nik, pf} of the above approximating
sequence, consisting of n(k) states. We obtam the sequence of ensembles with the cor-
responding sequence of the average states ,o77 = (1 —n)p* +né € Aconverging to the
state p, = (1 —n)p +no € Aask — +oo.

For arbitrary k we have

n(k)
xo (25) =1 - n 3t H@EIOE) + 1Y H@E) IO, O

j=1

By assumption C(®; A) < 400 both sums in the right side of the above expression are
finite. Applying Donald’s identity (1) to the first sum in the right side we obtain

n(k)
ZﬂkH@(pk)||q>(,;§)) = xo(Z§) + H@(FH)[®(54)).

Substitution of the above expression into (5) gives

1o (2£) = xo(Z§) + (1 = NH@E) (55

+0 | Y i H@ @I} — xa(p)
j=1

Due to nonnegativity of the relative entropy it follows that

S H@@IE < 17 [ (25) — 1 (25)] + 10 (58) . 020, ©)

j=1

By definition of the approximating sequence we have
lim o (24) = C@ A = xo (=) )
k—+00
for all k. It follows that

imint Jmint 0~ [xe (%)) o (58) | <0 ®

Lower semicontinuity of the relative entropy [29] with (6),(7) and (8) imply

m

ZMJH(QD(UJ)HCD(,O)) < 11m1nf hmmfz,uJH(CD(aj)H(D( ) < C(®; A).
j=1
O

Lemma 2. Let A be a set such that C(®; A) < +o0c and p’ be a state in S(H') such
that

D uiH(@ )] p) < C(®; A)
J
forany ensemble {i;, o} withthe average & € A. Then for the arbitrary approximating
sequence {nik, pl(‘} of ensembles p' = limg_, 1 o0 @ (pX).
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k k . . . .
Proof. Let {r;", p;} an approximating sequence of ensembles with the corresponding
sequence of the average states p~. By assumption we have

Y Al H@ ()l p) < C(@; A).

Applying Donald’s identity (1) to the left side we obtain

D o mfH@ () p) =) 7 H(@ ()P (Y) + H(P(3Y)] p).

From the two above expressions we have
0 < H@@N p) < C(@: A) = Y af H(@ ()9 ("))
i
But the right side tends to zero as k tends to infinity due to the approximating property
of the sequence {nik, ,ol(‘}. O
Proposition 1 provides the following generalization of Corollary 1 in [11].

Corollary 1. Let A be a convex compact set such that C(®; A) < 400 then

C(®; A) > xo(p) + H(®(p)|QUD, A) for arbitrary state p in A.

Proof. Let{m;, p;}beanarbitrary ensemble suchthat ) _; r; p; = p € A. By Proposition 1,

Y T H@(p)|Q(P, A) < C(®; A).

This inequality and Donald’s identity

ZmH@(m)IIQ(@, A) = xo(mi, pi}) + H(P(p)I2(P, A))

complete the proof. O

Corollary 2. Let A be a convex compact set such that C(®; A) < +o0o. Then
H(®(p)|Q(®, A) < C(®;A) for arbitrary state p in A.

For the arbitrary approximating sequence {nl.k, pl{‘} of ensembles

lim @55 = Q(®, A).
k—+o00

The first assertion of the corollary directly follows from Proposition 1 while the second
is proved by using Lemma 2.

There exists another approach to the definition of the state Q (®, A). For the arbi-
trary ensemble {i;, o;} with the average 0 € A consider the lower semicontinuous
function Fy,; o;)(0") = Zj wiH(® (o))l p’) on the set ®(A). The function F(p') =
SUPY oA F{Mi’(,/.}(p/) is also lower semicontinuous on the compact set ®(A) and,

j JO
hence, achieves its minimum on this set. The following proposition asserts, in particular,
that the state Q2 (®, A) can be defined as the unique minimal point of the function F (p’).
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Proposition 2. Let A be a convex compact set such that C(®; A) < +oc. The x-capac-
ity of the A-constrained channel ® can be expressed as

C(®; A) = min sup wiH@@ple) |,

and Q(®, A) is the only state on which the minimum in the right side is achieved.

Proof. We will show first that

sup Z,U«jH(@(Uj)HQ(CD, A)) = C(@; A). )
Z_[ mjojeA j

It follows from Proposition 1 that “<” takes place in (9).
Let {nl.k , p{‘} be an approximating sequence. By Donald’s identity (1) we have

> afH@(pHIQ(D, A) = > af H@(pH)9(5%) + H(@(FHQ(D, A)).

The first term in the right side tends to C (®; .A) as k tends to infinity due to the approx-
imating property of the sequence {nik, p{‘}, while the second one is nonnegative. This
implies “>" and, hence, “="in (9).

Let o’ be a minimal point of the function F(p’) introduced before Proposition 2. By
(9) it follows that

sup Y wjH(@ (@)l e) = F@) < F(QU®, A)) = C(®; A).
Zj/,LjUjE.A j

By Proposition 1 this implies that o’ = Q(®, A). O

Note that the expression for the x -capacity in the above proposition can be considered
as a generalization of the “mini-max formula for x*” in [22] to the case of an infinite
dimensional constrained channel.

Remark 1. Propositions 1-2 and Corollaries 1-2 do not hold without assumption of con-
vexity of the set .A. To show this it is sufficient to consider the noiseless channel & = Id
and the compact set .4, consisting of two states o1 and o2 such that H(p1) = H(p2) <
400 and H(p1]02) = +o00. In this case C(®; A) = H(p1) = H(py), the states p;
and p, are optimal average states in the sense of Definition 1 with the different images
®(p1) = p1 and ®(p2) = p2. Moreover the first assertion of Corollary 2 is false in the
following extreme form: C(®; A) < H(P(p1)||P(p2)) = H(p1lp2) = +00.

4. The x-Function
The function x¢(p) on G(H) is defined by (4). It is shown in [12] that

xo(p) = sup H(®(0)||P(p))m(do), (10)
neP(p;G(H)
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where Py, is the set of all probability measures on & () with the barycenter p, and
that under the condition H(®(p)) < 400 the supremum in (10) is achieved on some
measure supported by pure states.

Note that H(®(p)) = +oo does not imply xo(p) = —o00. Indeed, it is easy to
construct a channel ® from a finite dimensional system into an infinite dimensional one
such that H(®(p)) = +oo for any p € G(H).? On the other hand, by the monotonicity
property of the relative entropy [18]

S mH@E)I®(0) < Y miHpillp) < logdimH < +00

1 1

for the arbitrary ensemble {r;, p;}, and hence x¢o(p) < logdim’H < +oo for any
p € G(H).

For the arbitrary state p such that H(®(p)) < 400 the x-function has the following
representation

xo(0) = H(®(p)) — Ho(p), (11)

where

Ho(p) = inf / H@(e)rp) = _inf D mH@())  (12)
TEPp) i Tpi=p
S(H) !

is a convex closure of the output entropy H (P (p)) (this is proved in [24D.3

Note that the notion of the convex closure of the output entropy is widely used in
the quantum information theory in connection with the notion of the entanglement of
formation (EoF). Namely, in the finite dimensional case EoF was defined in [2] as the
convex hull (=convex closure) of the output entropy of a partial trace channel from the
state space of a bipartite system onto the state space of its single subsystem. In the infinite
dimensional case the definition of EoF as the o-convex hull of the output entropy of a
partial trace channel is proposed in [7] while some advantages of the definition of EoF as
the convex closure of the output entropy of a partial trace channel are considered in [24].
It is shown that the two above definitions coincide on the set of states with finite entropy
of partial trace, but their coincidence for an arbitrary state remains an open problem.

In the finite dimensional case the output entropy H(®(p)) and its convex closure
(=convex hull) I:Iq:. (p) are continuous concave and convex functions on &(H) corre-
spondingly and representation (11) is valid for all states. It follows that in this case the
function x4 (p) is continuous and concave on G (H).

In the infinite dimensional case the output entropy H (P (p)) is only lower semicon-
tinuous and, hence, the function x¢ () is not continuous even in the case of the noiseless
channel @, for which x¢(p) = H(P(p)). But it turns out that the function y¢ (o) for
the arbitrary channel ® has properties similar to the properties of the output entropy
H(®(p)).

Proposition 3. The function x¢(p) is a nonnegative concave and lower semicontinuous
Sfunction on &(H).

If the restriction of the output entropy H (®(p)) to a particular subset A C G(H) is
continuous then the restriction of the function x¢(p) to this subset A is continuous as
well.

2 For example, the channel @ : p > % fXe) %Tr(p)r, where 7 is a fixed state with infinite entropy.

3 Note that the second equality in (12) holds under the condition H (P (p)) < +00, it is not valid in
general (see Lemma 2 in [24] and the notes below).
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The proof of this proposition is based on the following lemma.

Lemma 3. Let {7;, p;} be an arbitrary ensemble of m states with the average state p
and let {p,} be an arbitrary sequence of states converging to the state p. There exists
the sequence {m!', p!'} of ensembles of m states such that

lim 7! =m;, lim p!'=p;, and pn—Zn” i

n— 400 n—-+00

Proof. Without loss of generality we may assume that 7; > 0 for all i. Let D € H be
the support of p = Y ", m; p; and P be the projector onto D. Since p; < ni_l o we have

0<Ai=p Ppp ' <alL,

where we denote by p~!/2 the generalized (Moore-Penrose) inverse of the operator p'/2

(equal O on the orthogonal complement to D).
Consider the sequence B]' = p;/z ,p,i/z + p,y2(IH — P),onl/2 of operators in B (H).

Since limy,— 400 o = 0 = Pp in the trace norm, we have

lim B! = ' 2A;ip'? = p;

n—-+00

in the weak operator topology. The last equality implies A; # 0. Note that TrB]' =
TrA;p, + Tr(Iy — P)p, < oo and hence

lim TrB! =TrA;p =Trp; = 1.

n—-+00

Denote by pj' = (TrB;’)_lBlf1 a state and by /' = 7; TrB]' a positive number for
each i, then lim,,—, 1 oo 77" = 7; and lim,,—, 4o p]' = p; in the weak operator topology
and hence, by the result in [3], in the trace norm. Moreover,

1/2 1/2 1/2
Zﬂ ZmB”— I/ZZﬂpp V20, + 0 (I = PYpa”* = pu.
i=1

O

Proof of Proposition 3. Nonnegativity of the x-function is obvious. Let us show first
the concavity property of the x-function. Note that for a convex set of states with finite
output entropy this concavity easily follows from (11). But to prove concavity on the
whole state space we will use a different approach.

Let p and o be arbitrary states. By definition for arbitrary ¢ > 0O there exist ensembles
{mi, pi}7_; and {u;, aj}T: | with the average states p and o correspondingly such that
> T H(@ ()P (p) > xo(p) —cand 3, u; H(®(0)[|P(0)) > xa(0) —e.

Taking the mixture

{(1 - 7))771,01, (23] (1 - T’)T[npnﬂ nuioy, ..., nﬂmam}’ ne [05 1]
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of the above two ensembles we obtain the ensemble with the average state (1 —n)p+no.
By using Donald’s identity (1) we have

Xo((L=m)p+n0) = (1 =) Y7 H(@(p)I|®((1 = n)p +no))

40 ) i H@ @1 —n)p +n0)) =1 —n) > 7 H(@ ()| P(p))
J i
+(1 = mH@ D1 —n)p+n0) +n Y i H(®@(0)]|P(0))
J
+nH(@ @) (1 —mp +10) = (1 =) Y mH(@ (o) P(p)

+n ZM/'H(CD(U/')HCD(U)) > (1L =mxe(p) +nxelo) —¢,
J

where nonnegativity of the relative entropy was used. Since ¢ can be arbitrary small the
concavity of the y-function is established.
To prove lower semicontinuity of the x-function we have to show

liminf xo (o) > xo(p0) (13)
n——+oo

for arbitrary state po and arbitrary sequence p, converging to this state pg.
For arbitrary ¢ > 0 let {r;, p;} be an ensemble with the average pgy such that

D mH(@ ()19 (p0)) = xa(po) — &.
i
By Lemma 3 there exists the sequence of ensembles {r", o/} of fixed size such that

m
lim 7' =m;, lim p'=p;, and p, = Zni"pi”.
i=1

n—+o0 n—-+00

By definition we have

liminf, 400 X0 (o) = liminf, o0 3 7 H(P(0]) |2 ()

> > i H(® (o) | P (p0)) = xa(po) — &,

where lower semicontinuity of the relative entropy [29] was used. This implies (13) (due
to the freedom of the choice of ¢).
The last assertion of Proposition 3 follows from the representation (11) and from

lower semicontinuity of the function ﬁ¢ (p) established in [24]. O

The similarity of the properties of the functions x4 (p) and H (P (p)) is stressed by
the following analog of Simon’s dominated convergence theorem for quantum entropy
[28], which will be used later.

Corollary 3. Let p, be a sequence of states in S(H), converging to the state p and such
that L, pp, < p for some sequence A, of positive numbers, converging to 1. Then

im  xo(on) = xo(0).

n—-+00
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Proof. The condition A, 0, < p implies decomposition p = A, p, + (1 — A,) 0}, Where
pp=(1-= ) "o = Anpn) is a state. By concavity of the x-function we have

xo(P) = Apxa(on) + (1 — )‘n)XCD(:O;,) > A Xo(on),

which implies lim sup,,_, . ., xo(on) < xao(p). This and lower semicontinuity of the
x -function completes the proof. O

Example 1. Let H' be a positive unbounded operator on the space ' such that Tr exp
(—=BH') < +oo for all B > 0 and &’ be a positive number. In the proof of Proposi-
tion 3 in [12] continuity of the restriction of the output entropy H (P (p)) to the subset
A ={p € 6(H) | Tr ®(p)H' < h'} was established.* By Proposition 3 the restriction
of the y-function to the set Ay is continuous. As it is mentioned in [12], the above
continuity condition is fulfilled for Gaussian channels with the power constraint of the
form TroH < h, where H = RT€R is the many-mode oscillator Hamiltonian with
nondegenerate energy matrix € and R are the canonical variables of the system.

We shall use the following chain properties of the x-function.

Proposition 4. Let ® : G(H) — S(H) and ¥ : S(H') — S (H") be two channels.
Then

Xwod(P) < xo(p) and  xwoo(p) < xw(P(p)) for arbitrary p in G(H).

Proof. The firstinequality follows from the monotonicity property of the relative entropy
[18] and (4), while the second one is a direct corollary of the definition (4) of the x-
function. O

5. On Continuity of the y-Capacity

In this section the question of continuity of the x-capacity as a function of channel is
considered. Dealing with this question we must choose a topology on the set C(H, H')
of all quantum channels from &(H) into G(H’). This choice is essential only in the
infinite dimensional case because all locally convex Hausdorff topologies on a finite
dimensional space are equivalent.

Let L(H, H') be the linear space of all continuous linear mapping from T () into
T(H'). We will use the topology on C(H, H') C L(H,H') generated by the topology
of strong convergence on L(H, H).

Definition 2. The ropology on the linear space L(H, H') defined by the family of semi-
norms {{| @, = | P (o)1} ,ex (1) is called the topology of strong convergence.

Since an arbitrary operator in T(H) can be represented as a linear combination of
operators in &(H) it is possible to consider only seminorms || - ||, corresponding to
0 € 6(H) in the above definition.

Note that a sequence ®,, of channels in C(H, H') strongly converges to a channel
® € C(H,H) if and only if lim,— 40 @, (0) = ®(p) for all p € S(H). Due to the
result in [3] the above limit may be in the weak operator topology.

4 The value Tr ®(p)H' is defined as a limit of nondecreasing sequence Tr ®(p) Q) H', where Q) is
the spectral projector of H' corresponding to the lowest n eigenvalues [10].
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Theorem 1. Let A be an arbitrary closed and convex subset of G(H);5

In the case of finite dimensional spaces H and H' the x-capacity C(®, A) is a con-
tinuous function on the set C(H, H'). If ®, is an arbitrary sequence of channels in
C(H,H'), converging to some channel ® in C(H, H'), then there exists

lim Q(®y, A) = Q(, A). (14)

In general the x-capacity C(®, A) is a lower semicontinuous function on the set
C(H, H) equipped with the topology of strong convergence.

Proof. Let us first show lower semicontinuity of the x -capacity. Let & > 0 and ®; be an
arbitrary net of channels, strongly converging to the channel ®, and {7;, p;} be an ensem-
ble with the average p such that x¢ ({r;, p;}) > C(®, A) — ¢. By lower semicontinuity
of the relative entropy [29],

limkinfZmH(@A(/Oi)H‘DA(ﬁ)) > ZmH(CD(pi)II@(ﬁ)) > C(D, A) —e.
This implies
limkinf C(®y, A) > C(d, A).

It follows that

liminf C(®,, A) > C(®, A) (15)
n——+00o
for an arbitrary sequence @, of channels strongly converging to a channel ®.
Now to prove the continuity of the x-capacity in the finite dimensional case it is
sufficient to show that for the above sequence of channels

lim sup C(®,,, A) < C(®, A). (16)
n——+00
For an arbitrary A-constrained channel from C(H, H') there exists an optimal ensemble
consisting of m = (dim H)? states (probably, some states with zero weights) [4, 22].
Let P be the compact space of all probability distributions with m outcomes. Consider
the compact space

P =P x S(H) x - - x &(H),

m

consisting of sequences ({rr;}7" |, o1, ..., om), corresponding to an arbitrary input ensem-
ble {7;, p;}/L; of m states.
Suppose (16) is not true. Without loss of generality we may assume that

E‘fmé(q’"’ A > C(d, A). (17)

Let{n]', p'}?* | be an optimal ensemble for the .A-constrained channel ®,. By compact-

ness of P& we can choose a subsequence ({7} “}7,, pi, ..., pu') converging to some

5 Convexity of A is used only in the proof of (14).
6 with product topology.
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*}m

element ({7 15 P1s -y o) Of the space PE™. By definition of the product topology
on ‘P& it means that
li = li e — p¥,
dm !t =af i o =
The average state of the ensemble {77, p*}"_, is a limit of the sequence of average states
of the ensembles {JT ) 0 1 }7L , and hence lies in A (which is closed by the assumption).
By continuity of the quantum entropy in finite dimensional case we have
BT C(Py, A) = hrf X, (7", 01D = xe (7, pjh) < C(@, A),

which contradicts (17).
Comparing (15) and (16) we see that
lim C(®,, A) = C(d, A).

n— 400

It follows that the above ensemble {7, p/} , is optimal for the .A-constrained chan-
nel ®. Hence, there exists the optimal average state p* for the A-constrained channel
@ which is a partial limit of the sequence {0"} of the optimal average states for the
A-constrained channels ®,,.

Suppose (14) is not true. Without loss of generality we may (by compactness argu-
ment) assume that there exists lim,_, oo 2(®,, A) # Q (P, A) . By Proposition 1 this
contradicts the previous observation. O

The assumption of finite dimensionality in the first part of Theorem 1 is essential.
The following example shows that generally the x-capacity is not a continuous function
of a channel even in the stronger trace norm topology on the space of all channels. The
example is a purely classical channel which has a standard extension to a quantum one.

Example 2. Consider the Abelian von Neumann algebra /,, and its predual /;. Let
{(®:n = 1,2,..; g € (0, 1)} be the family of classical unconstrained channels de-
fined by the formula

CDZ({xl, X2, eees Xnsy }) = {(1 - ‘I) 2?21 Xi, q Z?in+1 Xiy gX1, -ees 4 Xn, 07 07 }

for {x1, x2, ..., X, ...} € I1. Defining dDO({xl,xg, vy X,y o)) = {Zﬁl x;,0,0, ...} we
have

(@ — @O (x}2 Pl = qI{= 2052 iy 372,40 X X1 ey X, 0,0,

= q(I 2% xil + | 52 2l bl + - D) < 3ql{xi)P2 I,
hence || @] — ®°|| — 0 as g — 0 uniformly in 7.
To evaluate the x-capacity of the channel ®{ it is sufficient to note that

H(qu (any pure state)) = ha(g) = —glogg — (1 — g) log(1 — ¢) and

H(®} (any state)) < H(opq({n+1 n+1’ % 0,0..})) = qglog(n + 1) + ha(q).
n+1
It follows by definition that C(@ = glogln+1), g €(0,1), neN.
Take arbitrary C such that 0 < C < 400 and choose a sequence g(n) such that
limy— 00 ¢ (1) = O while lim,_ 00 ¢(n) log(n+1) = C . Then we have lim,_, o [| %"
—@% =0 but limye C(@1™)=C>0=C@%. o
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Remark 2. The above example demonstrates harsh discontinuity of the y -capacity in the
infinite dimensional case. One can see that a similar discontinuity underlies Shor’s con-
struction [27] allowing to prove equivalence of different additivity properties by using
channel extension and a limiting procedure.

6. Additivity for Constrained Channels

Let® : G(H) = SG(H) and ¥ : §(K) — & (K') be two channels with the constraints,
defined by closed subsets A C G(H) and B C &(K) correspondingly. For the channel
® ® ¥ we consider the constraint defined by the requirements @M :=Trid € Aand
ok = Tryw € B, where @ is the average state of an input ensemble {u;, w;}. The
closed subset of G(H ® K) consisting of states w such that Trxw € A and Tryw € B
will be denoted A ® B. The application of the results of Sect. 3 to the A ® B-constrained

channel ® ® W is based on the following lemma.

Lemma 4. The set A ® B is a convex subset of S(H ® K) if and only if the sets A and
B are convex subsets of S(H) and of G(IC) correspondingly.

The set A ® B is a compact subset of S(H ® K) if and only if the sets A and B are
compact subsets of &(H) and of &(K) correspondingly.

Proof. The first statement of this lemma is trivial. To prove the second, note that com-
pactness of the set A ® B implies compactness of the sets .A and 3 due to continuity of
the partial trace.

The proof of the converse implication is based on the following characterization of a
compact set of states: a closed subset A of G(H) is compact if and only if for any ¢ > 0
there exists a finite dimensional projector P such that TrP.p > 1 — ¢ for all p € A.
This characterization can be deduced by combining results of [20] and [3] (see the proof
of the lemma in [10]). Its proof is also presented in the Appendix of [12].

Let A and B be compact. By the above characterization for arbitrary ¢ > 0 there
exist finite rank projectors P, and Q, such that

TrP,p>1—¢, Voe A and TrQ.,o0 >1—¢, Yo € B.
Since ™ € A and o € B for arbitrary » € A ® B we have
Tr((Pe ® Q¢) - @) = Tr((Pe @ Ix) - @) — Tr(Pe @ (Ik — Q¢)) - @)

> TrPw™ — Tr(Ix — Qp)0 > 1 — 2¢.
The above characterization implies compactness of the set A Q@ B. O

The conjecture of additivity of the x-capacity for the A-constrained channel ® and
the B-constrained channel W is [11, 12]

C(@RV; AR B) =C(d; A + C(¥; B). (18)

Remark 3. Let p and & be the optimal average states for the A-constrained channel ®
and the B-constrained channel W correspondingly. The additivity (18) implies that the
state p ® o is an optimal average state for the .A ® B-constrained channel ® ® W. Indeed,
the tensor product of ensembles of the approximating sequence for the .A-constrained
channel ® with ensembles of the approximating sequence for the B-constrained channel
W provides (due to (18)) an approximating sequence of ensembles for the A ® B-con-
strained channel ® ® W.
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The results of the previous sections make it possible to obtain the following infinite
dimensional version of Theorem 1 in [11].

Theorem 2. Let ® : S(H) = S(H) and V : 6(K) — &(K') be arbitrary channels.
The following properties are equivalent:

(i) Eq. (18) holds for arbitrary subsets A C S(H) and B C &(K) such that
H(®(p)) < +ooforall p € Aand H(V (o)) < oo forall o € B;
(ii) inequality
Xoew (@) < xo (@) + xu(@™) (19)

holds for an arbitrary state w such that H (® (wM)) < +o0and H(W (o)) < +oo;
(iii) inequality

Hogy(@) > Ho (™) + Hy (") (20)
holds for an arbitrary state o such that H(® (a)H)) < 4+ooand H(W (a)’C)) < 400.

Proof. (i) = (iii). Let w be an arbitrary state with finite H (®(w™)) and H (\I/(a)’C)).
The validity of (i) implies

C(Pow: (0" @ (") = C@; (") + CW; ().

By Remark 3 the state o ® o is the optimal average state for the (0"} ® {a)’C}
-constrained channel ® ® V. By Lemma 4 the set (o} ® {a)’c} is a convex compact
subset of G(H ® K). Noting that » € {®"!} ® {»/°} and applying Corollary 1 we obtain

X (@) + xu (@) = C(@; (™) + C(¥; (™))
=C(P®V: {0} ® (")) 1)
> xoew (@) + H(® ® ¥)(@)]| (") @ ¥ ("))
Due to
H((® ® ¥)(@) |9 @ ¥(") = H(®@@") + HW (") - H(® @ ¥)(@))
the inequality (21) together with (11) implies (20).
(iii) = (ii). It can be derived from expression (11) for the x-function and subaddi-
tivity of the (output) entropy.
(ii) = (i). It follows from the definition of the y-capacity (2) and inequality (19)
that

C(@RV; A® B) < C(®; A) + C(¥; B).

Since the converse inequality is obvious, there is equality here. O
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The validity of inequality (19) for arbitrary v € G(H ® K) seems to be substantially
stronger than the equivalent properties in Theorem 2. This property is called subaddi-
tivity of the x-function for the channels ® and W. By using arguments from the proof of
Theorem 2 it is easy to see that subadditivity of the y-function for the channels ® and
W is equivalent to validity of Eq. (18) for arbitrary subsets A C &(H) and B € &(K).

By using Proposition 6 below it is possible to show that properties (i)—(iii) in the
above theorem are equivalent to subadditivity of the x-function for the channels ® and
W having the following property: H(®(p)) < +oo and H(V¥ (o)) < +oo for arbitrary
finite rank states p € &(H) and o € &(K).

We see later (Proposition 7) that the set of quantum infinite dimensional channels for
which the subadditivity of the x-function holds is nontrivial.

Remark 4. By Theorem 1 in [11] the subadditivity of the x-function for the arbitrary
finite dimensional channels ® and W is equivalent to validity of inequality (20) for the
arbitrary state w € S(H ® K), which implies additivity of the minimal output entropy

infT H(@®®Y(w)= inf H(®())+ inf HW (o)) (22)
weS (HRK) peS(H) eSS (K)

for these channels. This follows from the inequality

H(®® V(0) > Hogy (@) > Ho (@) + Hy ()

. : (23)
> pelélf'H) H(®(p)) + aelgf(zc) H(¥(0)),

valid for the arbitrary state w € G(H & K) for which inequality (20) holds.

In contrast to this in the infinite dimensional case we can not prove the above impli-
cation (without some additional assumptions). The problem consists in the existence of
pure states in S(H ® K) with infinite entropies of partial traces, which can be called
superentangled. To show this note first that the monotonicity property of the relative
entropy [18] provides the following inequality

H(o™) + H(@") - H(w)
=t (00" ®t) 2 H(e0 VW] () 8w ("))

—H <<I> (a)H)) +H (\y (wK)> — H(® ® V()

which shows that H(»') = H(a)’c) < +oo implies H(® (") < +oo and
H(¥ (o)) < +oo for the arbitrary pure state v € S(H ® K) with finite output
entropy H(® ® ¥(w)). By this and Theorem 2 the subadditivity of the y-function for
arbitrary infinite dimensional channels ® and W implies validity of inequality (20) and
hence validity of inequality (23) for all pure states w such that H (a)H) =H (a)’c) < 400
and H(® ® V(w)) < +oo. So if we considered only such states w in the calculation
of the minimal output entropy for the channel ® ® W, we would obtain that it is equal
to the sum of inf e &3y H(P(p)) and inf, sy H(W(0)), but this additivity can be
(probably) broken by taking into account superentangled states.
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7. Generalization of the Additivity Conjecture

The main aim of this section is to show that the conjecture of additivity of the x-capac-
ity for arbitrary finite dimensional channels implies the additivity of the x-capacity for
arbitrary infinite dimensional channels with arbitrary constraints.

It is convenient to introduce the following notation. The channel ® is

— FF-channel if dimH < 400 and dim H' < +o0;
— Fl-channel if dim H < 400 and dim H’ < +o0.

Speaking about the quantum channel ® without reference to FF or FI we will assume
that dim H < +oo and dim H’ < +o0.

Let ® : G(H) > G(H') be an arbitrary channel such that dim H' = 400 and P, be
a sequence of finite rank projectors in ' increasing to /7y and H), = P, (H'). Consider
the channel

Du(p) = Py @(p) Py + (Tr(Iry — Py)®(p)) Tw (24)

from &(H) into S(H,, ® H,) C &(H’), where 1, is a pure state in some finite dimen-
sional subspace H,, of H' ©'H,,. If dim H’ < +oo we will assume that ®,, = ® for all n.
Note that for the arbitrary FI-channel & the corresponding channel ®,, is a FF-channel
for all n.

For arbitrary channel ¥ : G(K) — &(K’') we will consider the sequences ®,, and
®,, ® W of channels as approximations for the channels ® and ® ® W correspondingly.
Despite the discontinuity of the x-capacity as a function of a channel in the infinite
dimensional case the following result is valid.

Lemma 5. Let ® and V be arbitrary channels. If subadditivity of the x-function holds
for the channel ®,, defined by (24) and the channel \V for all n, then subadditivity of the
X -function holds for the channels ® and V.

Proof. The channel ®,, can be represented as the composition IT,, o ® of the channel ®
with the channel IT,, : G(H') > S(H,, & H,,) defined by

M,(p") = P, p' Py + (Tr(Iry — P))p') T
Proposition 4 implies
X@,(P) = xmo0(p) < xo(p), Vpe&(H), VnelN.
Since

lim ®,(p) = ®(p), Vo e &MH),

n——+00

it follows from Theorem 1 that
liminf x¢,(0) > xo(p), Vo€ &(H).
n—-+00

The two above inequalities imply

lim xo,(0) = xo(p), Vo e &(H). (25)

n— 400
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It is easy to see that

P, ®@ V(W) = (P, ® Ix) - (P ® V() - (P, ® Ix)
+1 @ Tryy (I = P) @ ) - (@@ W(@), Vo € S(HK).

Hence

Iim &,V (w)=dR¥(w), YweSHQRK),
n——+o0o

and by Theorem 1 we have

lim inf 10,00(@) = Xosw(@), VYo € SH® K). (26)

n—

By the assumption
Xo,0v (@) < Xo, @) + xu (@), Yo e SH®K), VneN.
This, (25) and (26) imply

Xoow (@) < xo(@") + xuw (@), Yo e SMHK).
O

Proposition 5. Subadditivity of the y -function for all FF-channels implies subadditivity
of the x-function for all FI-channels.

Proof. This can be proved by double application of Lemma 5. First, we prove the sub-
additivity of the y-function for any two channels, when one of them is of FI-type while
another is of FF-type. Second, we remove the FF restriction from the last channel. O

Now we will turn to channels with an infinite dimensional input quantum system.
We will use the following notion of subchannel.

Definition 3. The restriction of a channel ® : G(H) — S(H') to the set of states with
support contained in a subspace H of the space H is called the subchannel ®q of the
channel ®, corresponding to the subspace Hy.

It is easy to see that subadditivity of the y -function for the channels ® and W implies
subadditivity of the x-function for arbitrary subchannels ®(y and ¥, of the channels &
and W. The properties of the x-function established in Sect. 4 make it possible to prove
the following important result.

Proposition 6. Let ® : G(H) — S(H) and ¥ : S(K) — S(K') be arbitrary chan-
nels. Subadditivity of the x -function for any two FI-subchannels of the channels ® and
W implies subadditivity of the x -function for the channels ® and V.

Proof. 1t is sufficient to consider the case dim’H = +oo, dim K < +o00. Let w be an
arbitrary state in S(H ® K). Let {|<pk)},::<f and {|1m()},‘<h=ml’C be ONB of eigenvectors

of the compact positive operators o™ and &/ such that the corresponding sequences
of eigenvalues are nonincreasing. Let P, = Y ;_; lox) @kl and O, = Y 7y [¥k) (Wl
In the case dim /L < +o0o we will assume Q,, = I for all n > dim K. The nonde-
creasing sequences {P,} and {Q,} of finite rank projectors converge to Iy and to I
correspondingly in the strong operator topology. Let H,, = P,(H) and K, = O, (K).
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Consider the sequence of states

w, = (Tr (P, ® On) - a)))_l(Pn ® 0y -w-(P,® 0y,

which are well defined for all n by the choice of the projectors P, and Q. Since obvi-
ously

lim w, = o, 27
n——+00
Proposition 3 implies
liminf xogw(wn) = Xogw(®). (28)
n——+o00

The next part of the proof is based on the following operator inequalities:
Mmolt <o’ aol <o, where A, =Tr(P,® 0,) ). (29)

Let us prove the first inequality. By the choice of P, and due to suppcu,?,1 C H,itis
sufficient to show that Anwzl{ < P,o™. Let ¢ € H,. By the definition of a partial trace,

dim /C
(@laoftle) = Y (@@ Y|Py ® Qu- 0+ Py ® Qule ® i)
k=1
m dim K
=Y (p@Wlolp®Yx) < Y (9 @ Yiloly ® Yi) = (plo’|p),

1 k=1

where m = min{n, dim K}. The second inequality is proved the same way.
By using (27) and applying Corollary 3 due to (29) we obtain

lim xo(@,) = xo@'") and  lim yu@,)=xe@%). (0

n——+00

For each n the {w?f}—constrained channel @ and the {w,’lc}-constrained channel W
can be considered as FI-subchannels of the channels @ and W corresponding to the
subspaces H,, and IC,,. Hence by the assumption,

Xoow(@n) < xo (@) + xw(@)), VneN.
This, (28) and (30) imply

Xoow (@) < xo(@'") + xw(@).

O

It is known that additivity of the x-capacity for all unconstrained FF-channels is
equivalent to subadditivity of the x-function for all FF-channels [11, 27]. By combin-
ing this with Proposition 5 and Proposition 6 we obtain the following extension of the
additivity conjecture.

Theorem 3. The additivity of the x-capacity for all FF-channels implies additivity of
the x-capacity for all channels with arbitrary constraints.
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This theorem and Theorem 2 imply the following result concerning superadditivity
of the convex closure of the output entropy for infinite dimensional channels. Note that
in the case of a partial trace channel the convex closure of the output entropy coincides
with the entanglement of formation (EoF).

Corollary 4. If inequality (20) holds for all FF-channels ® and V¥ and all states w then
inequality (20) holds for all channels ® and V and all states w such that H(@(a)H)) <
+00 and H(Y (o)) < 0.

Proof. The validity of inequality (20) for two FF-channels ® and W and for all states
w is equivalent to subadditivity of the y-function for these channels [11]. Hence the
assumption of the corollary and Theorem 3 imply subadditivity of the x-function for
any channels, which, by Theorem 2, implies the validity of inequality (20) for all chan-
nels ® and W and all states w such that H(®(w™)) < +00 and H(\IJ(a)’C)) < +o0.
0

Remark 5. By combining Shor’s theorem in [27] and Theorem 3 we obtain that addi-
tivity of the minimal output entropy (22) for all FF-channels implies additivity of the
x -capacity (18) for all channels with arbitrary constraints. But due to existence of su-
perentangled states (see Remark 4) we can not show that it implies additivity of minimal
output entropy for all channels. So, in the infinite dimensional case the conjecture of
additivity of the minimal output entropy for all channels seems to be substantially stron-
ger than the conjecture of additivity of the x-capacity for all channels with arbitrary
constraints.

Note that in contrast to Proposition 5, Proposition 6 relates the subadditivity of the
x -function for the initial channels with the subadditivity of the x-function for its FI-
subchannels (not any FI-channels!). This makes it applicable for analysis of individual
channels as it is illustrated in the proof of Proposition 7 below.

We will use the following natural generalization of the notion of entanglement break-
ing a finite dimensional channel [15].

Definition 4. A channel ® : S(H) — S (H') is called entanglement breaking if for an
arbitrary Hilbert space K and for an arbitrary state w in S(H Q K) the state ® ® 1d(w)
lies in the closure of the convex hull of all product states in S(H' ® K), where 1d is the
identity channel from &(K) onto itself.

Generalizing the result in [15] it is possible to show that a channel ® : G(H) +—
S(H) is entanglement-breaking if and only if it admits the representation

®(p) = / P () pp(dx),
X
where X is a complete separable metric space, p’(x) is a Borel &G(H’)-valued function
on X and 1, (A) = Tr(pM(A)) for any Borel A C X, with M positive operator valued

measure on X [14].
The following proposition is a generalization of Proposition 2 in [11].

Proposition 7. Let V be an arbitrary channel. The subadditivity of the x -function holds
in each of the following cases:

(i) ® is a noiseless channel;
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(ii) @ is an entanglement breaking channel;

(iii) @ is a direct sum mixture (cf.[11]) of a noiseless channel and a channel ®¢ such
that the subadditivity of the x -function holds for ®o and ¥ (in particular, an entan-
glement breaking channel).

Proof. In the proof of each point of this proposition for FF-channels the finite dimen-
sionality of the underlying Hilbert spaces was used (cf.[26, 11]). The idea of this proof
consists in using our extension results (Proposition 6 and Lemma 5).

(i) Note that any FI-subchannel of an arbitrary noiseless channel is a noiseless FF-
channel. Hence by Proposition 6 it is sufficient to prove the subadditivity of the
x -function for arbitrary noiseless FF-channel & and the arbitrary FI-channel W.
But this can be done with the help of Lemma 5. Indeed, using this lemma with the
noiseless FF-channel in the role of the fixed channel ¥ we can deduce the above
assertion from the subadditivity of the x-function for arbitrary two FF-channels
with one of them noiseless (Proposition 2 in [11]).

(i) Note that any FI-subchannel of an arbitrary entanglement breaking channel is
entanglement breaking. Hence by Proposition 6 it is sufficient to prove the subad-
ditivity of the x-function for an arbitrary entanglement breaking FI-channel ® and
an arbitrary FI-channel W. Similar to the proof of (i) this can be done with the help
of Lemma 5, but in this case it is necessary to apply this lemma twice. First we
prove the subadditivity of the x-function for arbitrary entanglement breaking FI-
channel ® and arbitrary FF-channel W by noting that any FF-channel ®,,, involved
in lemma 5, inherits the entanglement breaking property from the channel ® and
using the subadditivity of the x-function for arbitrary two FF-channels with one
of them entanglement breaking [26]. Second, by using the result of the first step
we remove the FF restriction from another channel W.

(iii) Note that any FI-subchannel of the channel &, = gld & (1 — q)® has the same
structure with FF-channel Id and FI-channel ®¢. By the remark before Proposition
6 subadditivity of the x-function for the channels ®y and ¥ implies subadditivi-
ty of the x-function for their arbitrary subchannels. Hence by Proposition 6 it is
sufficient to prove (iii) for the FI-channel ®, and the FI-channel ¥. O

Let w be a state in S(H ® K) with dim H < +o00 and dim K < +o0. It follows that
X1d (") = H™) < +o0. By the established subadditivity of the y-function for the
FF-channel Id and the FI-channel W and by the assumed subadditivity of the x -function
for the FI-channel ®( and the FI-channel ¥ we have

Xdow (@) < x1a(@"") 4+ xw (@) and  xe,ew (@) < xop (@) + xw(@").

Using this and Lemma 3 in [1 117 we obtain

X, (@) < gxudew (@) + (1 — g) Xxoiew (@)
< gx1@™) + g xu (@) + (1 = @) xay (@) + (1 — @) xw(w
=qH(@") + (1 — @) x0y(@") + xw(@") = xo, @) + xv(@

7 This lemma implies that for arbitrary channels ®; and @5 from &(H) to &(H)) and to S(H})
correspondingly one has

Ky
K,

Xgd 01—, (s pi}) = gxo, (i, pi}) + (A — @) xo, {mi, pi})

for the arbitrary ensemble {7;, p;} of states in & () and arbitrary g € [0; 1].
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where the last equality follows from the existence of the approximating sequence of pure
state ensembles for the {w’?}-constrained Fl-channel ®y. O
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Note. After this paper had been completed it was found that the compactness assump-
tion in Propositions 1 and 2 can be taken off. The generalized versions of these propo-
sitions and of Proposition 3 are presented in [25].
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