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Abstract: A general method for proving continuity of the von Neumann entropy on
subsets of positive trace-class operators is considered. This makes it possible to re-
derive the known conditions for continuity of the entropy in more general forms and to
obtain several new conditions. The method is based on a particular approximation of the
von Neumann entropy by an increasing sequence of concave continuous unitary invari-
ant functions defined using decompositions into finite rank operators. The existence of
this approximation is a corollary of a general property of the set of quantum states as a
convex topological space called the strong stability property. This is considered in the
first part of the paper.
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1. Introduction

The set of quantum states – density operators in a separable Hilbert space – plays the
central role in analysis of general infinite dimensional quantum systems. One of the
technical problems in this analysis is related to noncompactness of the set of quantum
states and nonexistence of inner points of this set considered as a closed convex subset
of the separable Banach space of all trace-class operators. Another technical problem
consists in discontinuity and unboundedness of basic characteristics of quantum states
such as the von Neumann entropy, the relative entropy, etc. The above problems can
be partially overcome by using two special properties of the set of quantum states con-
sidered in detail in the first part of [25]. The first of them can be considered as a kind
of “weak compactness” since it provides generalization to the set of quantum states of
several results well known for compact convex sets (see Sect. 2) while the second one
called the stability property reveals the special relation between the topology and the
convex structure of the set of quantum states (see Subsect. 3.1). These two properties
provide the foundation of analysis of continuity of several important characteristics of
quantum systems and quantum channels (see [25] and the references therein).

In this paper we prove a stronger version of the stability property of the set of quan-
tum states naturally called strong stability and consider its applications concerning the
problem of approximation of concave (convex) functions on the set of quantum states
and providing a new approach to analysis of continuity of such functions.

The main application of the strong stability property considered in this paper is the
development of a method of proving continuity of the von Neumann entropy. In infinite
dimensions the von Neumann entropy is a nonnegative concave lower semicontinuous
function on the set of quantum states taking the value +∞ on a dense subset of this set.1

Nevertheless the von Neumann entropy has continuous bounded restrictions to some
important subsets of quantum states, for example, to the set of states of the system of
quantum oscillators with bounded mean energy. Since continuity of the entropy is a
very desirable property in analysis of quantum systems, various sufficient continuity
conditions have been obtained up to now. The earliest among them seems to be Simon’s
dominated convergence theorems presented in [26] and widely used in applications (the
generalized forms of these theorems are presented in Corollary 4). Another useful con-
tinuity condition originally appeared in [29] (as far as I know) and can be formulated
as continuity of the entropy on each subset of states characterized by bounded mean
value of a given positive unbounded operator with discrete spectrum provided that its
sequence of eigenvalues has a sufficient rate of increase (see Example 1). Some special
conditions of continuity of the von Neumann entropy are considered in [24]. It turns
out that the strong stability property of the set of quantum states (more precisely, the
approximation technique based on this property) provides a new method of proving con-
tinuity of the von Neumann entropy on a set of quantum states based on the established
relation between this property and the special uniform approximation property of this
set defined via the relative entropy. Well known results concerning the relative entropy
make it possible to show conservation of the uniform approximation property under
different set-operations, which implies roughly speaking “preservation of continuity” of
the entropy under these set-operations.

The proposed method makes it possible to re-derive the known conditions of conti-
nuity of the von Neumann entropy mentioned above (in the more general forms) and to

1 Moreover, the set of states with finite entropy is a first category subset of the set of all quantum states
[29].
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obtain the several new (as far as I know) conditions which seems to be useful in analysis
of quantum systems.

2. Preliminaries

Let H be a separable Hilbert space, B(H) – the Banach space of all bounded operators
in H with the operator norm ‖ · ‖, T(H) – the Banach space of all trace-class operators
in H with the trace norm ‖ · ‖1, containing the cone T+(H) of all positive trace-class
operators. The closed convex subsets

T1(H) = {A ∈ T+(H) |Tr A ≤ 1} and S(H) = {A ∈ T+(H) |Tr A = 1}
are complete separable metric spaces with the metric defined by the trace norm. Oper-
ators in S(H) are denoted ρ, σ, ω, . . . and called density operators or states since each
density operator uniquely defines a normal state on B(H) [3].

In what follows A is a subset of the cone of positive trace-class operators.
We denote by cl(A), co(A), σ -co(A), co(A) and extr(A) the closure, the convex

hull, the σ -convex hull, the convex closure and the set of all extreme points of a set A
correspondingly [12,22].

In what follows we consider functions on subsets of T+(H) taking values in
[−∞,+∞], which are semibounded (either lower or upper bounded) on these subsets.

We denote by co f and co f the convex hull and the convex closure of a function f
on a convex set A [12,22].

The set of all bounded continuous functions on a set A is denoted C(A).
The set of all Borel probability measures on a closed set A endowed with the topology

of weak convergence is denoted P(A). This set can be considered as a complete sepa-
rable metric space [19]. The barycenter b(µ) of the measure µ in P(A) is the operator
in co(A) defined by the Bochner integral

b(µ) =
∫
A

Aµ(d A),

which always exists if the set A is bounded.
For arbitrary subset B ⊆ co(A) let PB(A) be the subset of P(A) consisting of all

measures with barycenter in B.
Let Pa(A) be the subset of P(A) consisting of atomic measures and let P f(A) be the

subset of Pa(A) consisting of measures with a finite number of atoms. Each measure in
Pa(A) corresponds to a collection of operators {Ai } ⊂ A with probability distribution
{πi } conventionally called an ensemble and denoted {πi , Ai }. The barycenter of this
measure is the average

∑
i πi Ai of the corresponding ensemble.

We use the following two strengthened versions of the well known notion of a concave
function.

A semibounded function f on the set S(H) is called σ -concave at a state ρ0 ∈ S(H)
if the discrete Jensen’s inequality

f (ρ0) ≥
∑

i

πi f (ρi )

holds for an arbitrary countable ensemble {πi , ρi } of states in S(H) with the average
state ρ0.
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A semibounded universally measurable2 function f on the set S(H) is calledµ-con-
cave at a state ρ0 ∈ S(H) if the integral Jensen’s inequality

f (ρ0) ≥
∫
S(H)

f (ρ)µ(dρ)

holds for an arbitrary measure µ in P(S(H)) with the barycenter ρ0.
σ -convexity and µ-convexity of a function f are naturally defined via the above

notions applied to the function − f .
The examples of semibounded functions (in particular, Borel functions) on the set

S(H), which are convex but not σ -convex or σ -convex but not µ-convex at particu-
lar states as well as sufficient conditions for σ -convexity and µ-convexity of a convex
function at any state are considered in [25].

The identity operator in a Hilbert space H and the identity transformation of the space
T(H) are denoted IH and IdH correspondingly.

Following [11] an arbitrary positive unbounded operator in a Hilbert space with
discrete spectrum of finite multiplicity is called the H-operator.

The set S(H) is not compact if dim H = +∞, but it has the property consisting in
compactness of the pre-image b−1(A) ⊂ P(S(H)) of any compact subset A of S(H)
under the map µ �→ b(µ) [11, Prop. 2], which can be used for proving for the set S(H)
and for its subsets several results well known for compact sets. This property (in the
general context of a metrizable convex subset of a locally convex space) is studied in
detail in [20], where it is called µ-compactness. It implies in particular the following
Choquet-type assertion and the lemma below.

Lemma 1. Let A be a closed subset of S(H). For an arbitrary state ρ in co(A) there
exists a measure µ in P(A) such that b(µ) = ρ.

Proof. Let ρ0 ∈ co(A) and {ρn} ⊂ co(A) be a sequence converging to the state ρ0. For
each n ∈ N there exists a measure µn ∈ P(A)with finite support such that ρn = b(µn).
By µ-compactness of the set S(H) the sequence {µn} has a partial limit µ0 ∈ P(A).
Continuity of the map µ �→ b(µ) implies b(µ0) = ρ0. 
�

Lemma 1 provides correctness of the definition of the functions in the following
lemma, proved in the Appendix.

Lemma 2. Let f be a lower semicontinuous lower bounded function on a closed subset
A of S(H).
A) The function

f̌A(ρ) = inf
µ∈P{ρ}(A)

∫
A

f (σ )µ(dσ)

is convex and lower semicontinuous on the set co(A). For arbitrary ρ in co(A) the
infimum in the definition of the value f̌A(ρ) is achieved at a particular measure in
P{ρ}(A).

B) If the map P(A) � µ �→ b(µ) ∈ co(A) is open then the function

f̂A(ρ) = sup
µ∈P{ρ}(A)

∫
A

f (σ )µ(dσ)

is concave and lower semicontinuous on the set co(A).
2 This means that the function f is measurable with respect to any measure in P(S(H)).
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For given natural k we denote by Tk
+(H) (correspondingly by Sk(H)) the set of

positive trace-class operators (correspondingly states) having rank ≤ k. The convex set⋃+∞
k=1 Sk(H) of all finite rank states is denoted Sf(H).
A linear positive trace-nonincreasing map � : T(H) → T(H) such that the dual

map �∗ : B(H) → B(H) is completely positive is called a quantum operation [10].
The convex set of all quantum operations from T(H) to itself is denoted F≤1(H). If a
quantum operation � is trace-preserving then it is called a quantum channel.

An arbitrary quantum operation (correspondingly channel) � ∈ F≤1(H) has the
following Kraus representation:

�(·) =
+∞∑
j=1

Vj (·)V ∗j ,

where {Vj }+∞j=1 is a set of operators in B(H) such that
∑+∞

j=1 V ∗j V j ≤ IH (correspond-

ingly
∑+∞

j=1 V ∗j V j = IH).
For given natural n we denote by Fn≤1(H) the subset of F≤1(H) consisting of quantum

operations having the Kraus representation with ≤ n nonzero summands.
We will use the following result of the purification theory.

Lemma 3. Let H and K be Hilbert spaces such that dim H = dim K. For an arbitrary
pure state ω0 in S(H⊗K) and an arbitrary sequence {ρn} of states in S(H) converg-
ing to the state ρ0 = TrKω0 there exists a sequence {ωn} of pure states in S(H ⊗ K)
converging to the state ω0 such that ρn = TrKωn for all n.

The assertion of this lemma can be proved by noting that the infimum in the defini-
tion of the Bures distance (or the supremum in the definition of the Uhlmann fidelity)
between two quantum states can be taken only over all purifications of one state with
fixed purification of another state and that convergence of a sequence of states in the
trace norm distance implies its convergence in the Bures distance [9,14].

Let Pn be the set of all probability distributions with n ≤ +∞ outcomes endowed
with the total variation topology.

Note. In what follows continuity of a function f on a set A ⊂ T+(H) implies its
finiteness on this set (in contrast to lower (upper) semicontinuity).

3. The Strong Stability Property of S(H)

3.1. The definition. The notion of stability of a convex subset of a linear topological
space appeared at the end of the 1970’s as a result of study of the properties of com-
pact convex sets, which led in particular to proving equivalence of continuity of the
convex hull (envelope) of an arbitrary continuous function (the CE-property), openness
of the mixture map and openness of the barycenter map for given compact convex set
(the Vesterstrom-O’Brien theorem [4]). In the subsequent papers (see [5,8,18] and the
references therein) the term stability was used to denote openness of the mixture map
for an arbitrary convex subset of a linear topological space (which is not equivalent in
general to the CE-property).

The stability property of the set S(H) of quantum states and its corollaries are consid-
ered in detail in [25]. It consists in the validity of the following equivalent3 statements:

3 Equivalence of these statements follows from the µ-compact generalization of the Vesterstrom-O’Brien
theorem [20, Theorem 1].
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• the map S(H)×2 × [0, 1] � (ρ, σ, λ) �→ λρ + (1− λ)σ ∈ S(H) is open;
• the map P(S(H)) � µ �→ b(µ) ∈ S(H) is open;
• the map P(extrS(H)) � µ �→ b(µ) ∈ S(H) is open;
• co f = co f ∈ C(S(H)) for arbitrary f ∈ C(S(H));
• f σ∗ = f µ∗ ∈ C(S(H)) for arbitrary f ∈ C(extrS(H)), where f σ∗ and f µ∗ are the
σ -convex roof and the µ-convex roof of the function f [25].

Physically openness of the map P(S(H)) � µ �→ b(µ) ∈ S(H) (correspondingly
of the map P(extrS(H)) � µ �→ b(µ) ∈ S(H)) means roughly speaking that any
small perturbation of the average state of a given continuous ensemble of states (cor-
respondingly of pure states) can be realized by appropriate small perturbations of the
states of this ensemble.

It turns out that the stability property of the set S(H) can be enforced by showing that
any small perturbation of the average state of a given (countable or continuous) ensemble
of finite rank states can be realized by appropriate small perturbations of the states of
this ensemble without increasing the maximal rank of these states. Mathematically this
strong stability property of the set S(H) is formulated in the following theorem.

Theorem 1. The surjective continuous maps P(Sk(H)) � µ �→ b(µ) ∈ S(H) and
Pa(Sk(H)) � µ �→ b(µ) ∈ S(H) are open for each natural k.

As mentioned before, the assertion of Theorem 1 for k = 1 is equivalent to openness
of the map P(S(H)) � µ �→ b(µ) ∈ S(H). The proof of this equivalence is based on
coincidence of the set S1(H) with the set extrS(H) and is universal in the sense that it
is valid for an arbitrary compact or µ-compact convex set in the role of S(H) [4,20]. In
contrast to this in the proof of the assertion of Theorem 1 for k > 1 the specific structure
of the set S(H) is essentially used.

The basic ingredients of the proof of the above theorem are the following lemma and
Lemma 5 below.

Lemma 4. Let {π0
i , ρ

0
i } be a countable ensemble of states in Sk(H) with the average

ρ0 = ∑+∞
i=1 π

0
i ρ

0
i . For an arbitrary sequence {ρn} ⊂ S(H) converging to the state ρ0

there exists a sequence {{πn
i , ρ

n
i }}n of countable ensembles of states in Sk(H) such that

lim
n→+∞π

n
i = π0

i , π0
i > 0 ⇒ lim

n→+∞ ρ
n
i = ρ0

i , ∀i, and ρn =
+∞∑
i=1

πn
i ρ

n
i , ∀n.

The assertion of this lemma implies weak convergence of the sequence {{πn
i , ρ

n
i }}n of

atomic measures to the atomic measure {π0
i , ρ

0
i }, t.i. convergence in P(Sk(H)), which

means that limn→+∞
∑

i π
n
i f (ρn

i ) =
∑

i π
0
i f (ρ0

i ) for any function f in C(Sk(H)).
This relation can be easily proved by noting that pointwise convergence of the sequence
{{πn

i }}n to the probability distribution {π0
i } implies its convergence in the norm of total

variation.

Proof of Lemma 4. For each i let |ϕi 〉 be a unit vector in S(H ⊗ Hk) such that
TrHk |ϕi 〉〈ϕi | = ρ0

i , where Hk is an auxiliary k-dimensional Hilbert space. Let {|εi 〉}+∞i=1
be an orthonormal basis in a separable Hilbert space H′. Consider the unit vector |ψ0〉 =∑+∞

i=1

√
π0

i |ϕi 〉⊗|εi 〉 in the space H⊗Hk⊗H′. It is easy to see that TrHk⊗H′ |ψ0〉〈ψ0| =
ρ0. By Lemma 3 there exists sequence {|ψn〉} of unit vectors in H⊗Hk⊗H′ converging
to the vector |ψ0〉 such that TrHk⊗H′ |ψn〉〈ψn| = ρn for each n.
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Let {Ei = IH⊗ IHk⊗|εi 〉〈εi |}+∞i=1 be the local measurement in the space H⊗Hk⊗H′

[10]. Since Ei |ψ0〉 =
√
π0

i |ϕi 〉 ⊗ |εi 〉 for each i we have π0
i = TrEi |ψ0〉〈ψ0| and

π0
i ρ

0
i = TrHk⊗H′Ei |ψ0〉〈ψ0|Ei . Let πn

i = TrEi |ψn〉〈ψn| and

ρn
i =

{
(πn

i )
−1TrHk⊗H′Ei |ψn〉〈ψn|Ei , πn

i > 0
ρ0

i , πn
i = 0.

Then rankρn
i ≤ k for all n and i . The sequence of ensembles {πn

i , ρ
n
i } has the required

properties. 
�
Remark 1. It is interesting to compare the above lemma with Lemma 3 in [23] containing
the analogous assertion concerning finite ensembles with no rank restriction on states
of ensembles. The case of the finite ensemble {π0

i , ρ
0
i }mi=1 is naturally embedded in the

condition of Lemma 4 by setting π0
i = 0 for all i > m, but this lemma does not guar-

antee that the sequence {{πn
i , ρ

n
i }}n consists of ensembles of m states in contrast to the

assertion of Lemma 3 in [23]. Increasing dimensionality of ensembles of the sequence
{{πn

i , ρ
n
i }}n is the cost of the rank restriction on the states of these ensembles.

For arbitrary state ρ in S(H) the set Pa{ρ}(S(H)) is a dense subset of P{ρ}(S(H))
[11, Lemma 1]. This simple result can be enforced as follows.

Lemma 5. For arbitrary state ρ in S(H) and k ∈ N the set Pa{ρ}(Sk(H)) is a dense
subset of P{ρ}(Sk(H)).

This means that any probability measure supported by the set of states of rank≤ k can
be weakly approximated by some sequence of atomic measures – countable ensembles
of states of rank ≤ k with the same barycenter.

Proof. To prove the assertion of the lemma for k = 1 consider the Choquet ordering on
the set P(S(H)). We say that µ � ν if and only if

∫
S(H)

f (σ )µ(dσ) ≥
∫
S(H)

f (σ )ν(dσ)

for an arbitrary convex continuous bounded function f on the set S(H) [7].
By Lemma 1 in [11] for given measure µ0 in P(S1(H)) there exists a sequence

{µn} of measures in P(S(H)) with finite support converging to the measure µ0 such
that b(µn) = b(µ0) for all n. Decomposing each atom of the measure µn into a convex
combination of pure states we obtain the measure µ̂n in Pa(S1(H))with the same bary-
center. It is easy to see that µ̂n � µn . Byµ-compactness of the set S(H) the set {µ̂n}n>0
is relatively compact. This implies existence of the subsequence {µ̂nk } converging to a
measure {µ̂0} in P(S1(H)) [19, Theorem 6.1]. Since µ̂nk � µnk for all k, the definition
of the weak convergence implies µ̂0 � µ0 and hence µ̂0 = µ0 by maximality of the
measure µ0 with respect to the Choquet ordering (see the Appendix). Density of the set
Pa{ρ}(S1(H)) in P{ρ}(S1(H)) is proved.

Let k > 1 and Hk be the k-dimensional Hilbert space. Let � be the multi-valued
map from Sk(H) into the set 2S1(H⊗Hk ) such that�(ρ) is the set of all purifications in
S1(H⊗Hk) of the state ρ ∈ Sk(H). It is clear that the map � is closed-valued. Thus
by Theorem 3.1 in [28] to prove existence of a measurable selection of the map � it is
sufficient to show weak measurability of this map in terms of [28]. Let U be an open
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subset of S1(H⊗Hk). Then�−(U ) = {ρ ∈ Sk(H) |�(ρ)∩U �= ∅} = �(U ), where
�(·) = TrHk (·) is the affine (single valued) map from S(H⊗Hk) onto Sk(H). Since
the restriction of the map � to the set S1(H ⊗Hk) is open,4 the set �−(U ) = �(U )
is open and hence Borel. As mentioned before, this implies existence of a measurable
selection �∗ of the map �.

Let ν0 = µ0 ◦ �−1∗ be the image of the measure µ0 under the map �∗. It is clear
that ν0 ∈ P(S1(H ⊗ Hk)). By the assertion of the lemma for k = 1 there exists a
sequence {νn} of measures in Pa(S1(H⊗Hk)) converging to the measure ν0 such that
b(νn) = b(ν0) for all n. Since�◦�∗ = IdH the image ν0◦�−1 of the measure ν0 under
the map � coincides with µ0. This and continuity of the map � imply convergence of
the sequence {µn = νn ◦�−1} of measures in Pa(Sk(H)) to the measure µ0. Since the
map � is affine we have

b(µn) = �(b(νn)) = �(b(ν0)) = b(µ0)

for all n. Thus the sequence {µn} has the required properties. 
�
Proof of Theorem 1. By Lemma 5 it is sufficient to prove openness of the surjective
map Pa(Sk(H)) � µ �→ b(µ) ∈ S(H) for each natural k.

Let U be an arbitrary open subset of Pa(Sk(H)). Suppose b(U ) is not open in
S(H). Then there exist a state ρ0 ∈ b(U ) and a sequence {ρn} of states in S(H) \b(U )
converging to the state ρ0.

Let µ0 = {π0
i , ρ

0
i } be a measure in U such that b(µ0) = ρ0. By Lemma 4 (and

the remark after it) there exists a sequence of measures µn = {πn
i , ρ

n
i } in Pa(Sk(H))

converging to the measure µ0 = {π0
i , ρ

0
i } such that b(µn) = ρn for all n. Openness

of the set U implies µn ∈ U for all sufficiently large n contradicting the choice of the
sequence {ρn}. 
�

3.2. Some implications. In the case dim H < +∞ the convex (concave) roof extension
to the set S(H) of a function f on the set of pure states S1(H) = extrS(H) is defined at
a mixed state ρ as the minimal (maximal) value of

∑
i πi f (ρi ) over all decompositions

ρ = ∑
i πiρi of this state into a finite convex combination of pure states [27]. This

extension is widely used in quantum information theory, in particular, in construction of
entanglement monotones [21]. The convex (concave) roof extension has the two natural
generalizations to the case dim H = +∞, called in [25] the σ -convex (concave) roof
and the µ-convex (concave) roof correspondingly (the first extension is defined via all
decompositions of a state into a countable convex combination of pure states while the
second one – via all “continuous” decompositions corresponding to Borel probability
measures on the set of pure states with given barycenter).

Generalizing the σ -concave roof construction, for given natural k and semibounded
function f on the set Sk(H) consider the function

S(H) � ρ �→ f̂ σk (ρ) = sup
{πi ,ρi }∈Pa{ρ}(Sk(H))

∑
i

πi f (ρi )

4 This means that for an arbitrary state ω0 ∈S1(H⊗Hk ) and sequence {ρn} ⊂Sk (H) converging to the
state ρ0 = �(ω0) there exist a subsequence {ρnk } and a sequence {ωk } ⊂ S1(H ⊗Hk ) converging to the
state ω0 such that �(ωk ) = ρnk for all k. The last property can be verified by using the standard arguments
of the purification theory.
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(the supremum is over all decompositions of the state ρ into a countable convex com-
bination of states of rank ≤ k). This function is obviously σ -concave on the set S(H)
(see Sect. 2). If the function f is σ -concave at any state in Sk(H) then the functions f̂ σk
and f coincide on the set Sk(H), so in this case the function f̂ σk can be considered as
an extension of the function f to the set S(H).

Generalizing the µ-concave roof construction, for given natural k and semibounded
Borel function f on the set Sk(H) consider the function

S(H) � ρ �→ f̂ µk (ρ) = sup
µ∈P{ρ}(Sk(H))

∫
Sk(H)

f (σ )µ(dσ)

(the supremum is over all probability measures with the barycenter ρ supported by
states of rank ≤ k). This function is also obviously σ -concave on the set S(H) but its
µ-concavity depends on the question of its universal measurability. By Propositions 1
and 2 below, the function f̂ µk is µ-concave on the set S(H) if the function f is either
lower bounded lower semicontinuous or upper bounded upper semicontinuous on the
set Sk(H). If the function f is µ-concave at any state in Sk(H) then the functions f̂ µk
and f coincide on the set Sk(H), so in this case the function f̂ µk can be considered as
an extension of the function f to the set S(H).

The strong stability property of the set S(H) stated in Theorem 1 and Lemma 5
imply the following result.

Proposition 1. Let f be a lower semicontinuous lower bounded function on the set
Sk(H). Then f̂ σk = f̂ µk and this function is lower semicontinuous and µ-concave on
the set S(H).
Proof. Coincidence of the functions f̂ σk and f̂ µk follows from lower semicontinuity of
the functional P(Sk(H)) � µ �→

∫
Sk(H) f (σ )µ(dσ) (proved by the standard argu-

mentation) and Lemma 5. Theorem 1 and Lemma 2 imply lower semicontinuity of the
lower bounded function f̂ σk = f̂ µk , which guarantees its µ-concavity (by Proposition
A-2 in the Appendix in [25]). 
�

The µ-compactness property of the set S(H) (described before Lemma 1) implies
the following result.

Proposition 2. Let f be an upper semicontinuous upper bounded function on the set
Sk(H). Then the function f̂ µk is upper semicontinuous andµ-concave on the set S(H).

For an arbitrary state ρ in S(H) the supremum in the definition of the value f̂ µk (ρ)
is achieved at some measure in P{ρ}(Sk(H)).
Proof. Lemma 2 implies attainability of the supremum in the definition of the value
f̂ µk (ρ) and upper semicontinuity of the function f̂ µk , which guarantees its µ-concavity
(by Proposition A-2 in the Appendix in [25]). 
�

Under the condition of Proposition 2 we can say nothing about upper semicontinuity
and µ-concavity of the function f̂ σk (see example 2 in [25]).

The above two propositions have the obvious corollary.

Corollary 1. Let f be a continuous bounded function on the set Sk(H). Then f̂ σk = f̂ µk
and this function is continuous on the set S(H).
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4. On Approximation of Concave (Convex) Functions on S(H)

The functional constructions considered in Subsect. 3.2 can be used in the study of the
following approximation problem: for a given concave (convex) function f on the set
S(H) having some particular symmetry5 to find a monotonic sequence { fk} of concave
(convex) functions on the set S(H) having the same symmetry, satisfying additional
analytical requirements and such that

fk |Sk(H) = f |Sk (H), ∀k, and lim
k→+∞ fk(ρ) = f (ρ), ∀ρ ∈ S(H).

Let f be a function on the set S(H) having semibounded restriction to the set Sk(H)
for each k. We can consider the nondecreasing sequence { f̂ σk } of concave functions on
the set S(H) and its pointwise limit f̂ σ+∞ = supk f̂ σk . If the restriction of the function
f to the set Sk(H) is universally measurable for each k then we can also consider the
nondecreasing sequence { f̂ µk } of concave functions on the set S(H) and its pointwise

limit f̂ µ+∞ = supk f̂ µk .

By construction all the functions in the sequences { f̂ σk } and { f̂ µk } inherit the arbitrary

symmetry of the function f . Hence the same assertion holds for the functions f̂ σ+∞ and
f̂ µ+∞.

The functions f̂ σ+∞ and f̂ µ+∞ are concave on the set S(H). By construction f̂ σ+∞ ≤
f̂ µ+∞ and f |Sf (H) ≤ f̂ σ+∞|Sf (H) (Sf(H) is the convex subset of S(H) consisting of
finite rank states). If the function f is σ -concave on the set S(H) then f̂ σ+∞ ≤ f , if the
function f is µ-concave on the set S(H) then f̂ µ+∞ ≤ f . To show coincidence of the
functions f̂ σ+∞ and f̂ µ+∞ with the function f additional conditions are required.

Proposition 3. Let f be a concave lower semicontinuous lower bounded function on
the set S(H), having some particular symmetry.

A) For each natural k the concave lower semicontinuous function f̂ σk = f̂ µk has the
same symmetry and coincides with the function f on the set Sk(H).
The pointwise limit f̂ σ+∞ = f̂ µ+∞ of the monotonic sequence { f̂ σk = f̂ µk } coincides
with the function f on the set S(H).

B) If the function f has continuous restriction to the set Sk(H) for each natural k
then the sequence { f̂ σk = f̂ µk } consists of concave continuous bounded functions
on the set S(H).

Proof. By Proposition 1 f̂ σk = f̂ µk and this function is lower semicontinuous for each

k. This implies f̂ σ+∞ = f̂ µ+∞ and lower semicontinuity of the last function. Since the
function f is µ-concave by Proposition A-2 in the Appendix in [25], the first assertion
of the proposition follows from the previous observations and Lemma 6 below.

The second assertion of the proposition follows from Corollary 1 since it is easy to
see that continuity of the restrictions of the concave function f to the set Sk(H) for all
k implies boundedness of these restrictions. 
�
Lemma 6. A lower semicontinuous lower bounded concave function f on the set S(H)
is uniquely determined by its restriction to the set Sf(H) of finite rank states.

5 This means that the function f is invariant with respect to the particular family of symmetries of the set
S(H).
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Proof. It is sufficient to consider the case of a nonnegative function f .
Let ρ0 be an arbitrary state and let

{
ρn = (TrPnρ0)

−1 Pnρ0
}

be the sequence of finite
rank states converging to the state ρ0, where {Pn} is the sequence of finite rank spectral
projectors of the state ρ0 increasing to the identity operator IH.

For each n the inequality λnρn ≤ ρ0 with λn = TrPnρ0 implies decomposition
ρ0 = λnρn + (1 − λn)σn , where σn = (1 − λn)

−1(ρ0 − λnρn) is a state. By concav-
ity and nonnegativity of the function f we have f (ρ0) ≥ λn f (ρn) for all n, which
implies lim supn→+∞ f (ρn) ≤ f (ρ0). By lower semicontinuity of the function f we
have limn→+∞ f (ρn) = f (ρ0). 
�
Remark 2. The first assertion of Proposition 3 can be considered as a “constructive form”
of Lemma 6 since it provides a constructive way of restoring a lower semicontinuous
lower bounded concave function on the set S(H) by means of its restriction to the set
Sf(H).

Note that the above functions f̂ σ+∞ and f̂ µ+∞ can be used in study of the following
construction problem: for a given concave function defined on the convex set Sf(H)
of finite rank states and having some particular analytical and symmetry properties to
construct its concave extension to the set S(H) of all states preserving these properties.
Since in the proof of Proposition 3 the restriction of the function f to the set Sf(H)
is only used, it shows that for an arbitrary concave lower bounded function f on the
set Sf(H) with some particular symmetry such that its restriction to the set Sk(H) is
lower semicontinuous for each k there exists a unique concave lower semicontinuous
extension f̂ σ+∞ = f̂ µ+∞ to the set S(H) with the same symmetry. For example, if f is
an entropy-type (t.i. nonnegative concave lower semicontinuous unitary invariant) func-
tion defined on the set of finite rank states, then f̂ σ+∞ = f̂ µ+∞ is its unique entropy-type
extension to the set of all states. 
�

The second assertion of Proposition 3 and the generalized Dini’s lemma (in which the
condition of continuity of functions of an increasing sequence is relaxed to their lower
semicontinuity) imply the following continuity condition.

Corollary 2. Let f be a concave lower semicontinuous lower bounded function on the
set S(H).
A) If the function f has continuous restriction to the set Sk(H) for each k then uniform

convergence of the sequence { f̂ σk = f̂ µk } on a particular subset A ⊆ S(H) implies
continuity of the function f on this subset.

B) Continuity of the function f on a compact subset A ⊆ S(H) implies uniform
convergence of the sequence { f̂ σk = f̂ µk } on this subset.

We will use Corollary 2 in the next section to obtain continuity conditions for the
von Neumann entropy.

5. The Approximation of the von Neumann Entropy
and the Continuity Conditions

The von Neumann entropy H(ρ) = −Trρ log ρ is a lower semicontinuous concave uni-
tary invariant function on the set S(H) of quantum states with the range [0,+∞], having
continuous restriction to the set Sk(H) for each k. By Proposition 3 the function H is
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a pointwise limit of the increasing sequence {Hk} of nonnegative concave continuous
bounded6 unitary invariant functions on the set S(H) defined as follows

Hk(ρ) = sup
{πi ,ρi }∈Pa{ρ}(Sk (H))

∑
i

πi H(ρi ) = sup
µ∈P{ρ}(Sk (H))

∫
Sk (H)

H(σ )µ(dσ).

(The first supremum is over all decompositions of the state ρ into countable convex
combination of states of rank ≤ k while the second one is over all probability measures
with the barycenter ρ supported by states of rank ≤ k.)

For each k the function Hk may be called the entropy approximator of order k or
briefly k-approximator. By construction the von Neumann entropy coincides with its
k-approximator on the set Sk(H) of all states of rank≤ k. For arbitrary state ρ ∈ S(H)
the difference 
k(ρ) = H(ρ) − Hk(ρ) between the von Neumann entropy and its
k-approximator can be expressed as follows:


k(ρ) = inf
{πi ,ρi }∈Pa{ρ}(Sk (H))

∑
i

πi H(ρi‖ρ) = inf
µ∈P{ρ}(Sk (H))

∫
Sk (H)

H(σ‖ρ)µ(dσ),

where H(·‖·) is the relative entropy [15,29] (the first equality follows from expression
(4) below, the second one – from Proposition 1 in [11]). The possibility to express the
value 
k(ρ) via the relative entropy is essentially used in what follows (see Lemma 8
below).

The representation of the von Neumann entropy as a limit of the increasing sequence
{Hk} of concave continuous bounded unitary invariant functions can be used for dif-
ferent purposes, in particular, for construction of the increasing sequence of continuous
entanglement monotones providing approximation of the Entanglement of Formation
(see Sect. 6 in [25]). By Corollary 2 this representation can be used for proving continu-
ity of the von Neumann entropy on a subset of states by showing uniform convergence
to zero of the sequence {
k} on this subset. The last property of a subset of states, in
what follows called the uniform approximation property, is considered in detail in the
next subsection (in the extended context of subsets of the positive cone of trace-class
operators).

5.1. The uniform approximation property. Since in many applications it is necessary to
deal with the following extensions (cf.[13])

S(A) = −Tr A log A and H(A) = S(A)− η(Tr A)

of the von Neumann entropy to the cone T+(H) of all positive trace-class operators
(where η(x) = −x log x), we will obtain the continuity conditions for the function
A �→ H(A) on this extended domain.

In what follows the function A �→ H(A) on the cone T+(H) is called the quantum
entropy while the function {xi } �→ H({xi }) = ∑

i η(xi ) − η
(∑

i xi
)

on the positive
cone of the space l1, coinciding with the Shannon entropy on the set P+∞ of probability
distributions, is called the classical entropy.

6 It is easy to see that the range of the function Hk coincides with [0, log k].
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The von Neumann entropy has the important property expressed in the following
inequality:

H

(
n∑

i=1

λiρi

)
≤

n∑
i=1

λi H(ρi ) +
n∑

i=1

η(λi ), (1)

valid for arbitrary set {ρi }ni=1 of states and probability distribution {λi }ni=1, where
n ≤ +∞ (Proposition 6.2 in [15] and the simple approximation).

The definition and inequality (1) with n = 2 imply the following properties of the
quantum entropy:

H(λA) = λH(A), (2)

H(A) + H(B − A) ≤ H(B) ≤ H(A) + H(B − A) + TrBh2

(
Tr A

TrB

)
, (3)

where A, B ∈ T+(H), A ≤ B, λ ≥ 0 and h2(x) = η(x) + η(1− x).
Note that

S(A)−
∑

i

πi S(Ai ) =
∑

i

πi H(Ai‖A) (4)

for an arbitrary ensemble {πi , Ai } of operators in T+(H) with the average A, where
H(·‖·) is the (extended) relative entropy defined for arbitrary operators A and B in
T+(H) as follows (cf.[13]):

H(A ‖B) =
∑

i

〈i | (A log A − A log B + B − A) |i〉,

where {|i〉} is the orthonormal basis of eigenvectors of A and it is assumed that
H(A ‖B) = +∞ if suppA is not contained in suppB. It is easy to verify that

H(λA ‖λB) = λH(A ‖B), λ ≥ 0. (5)

For given natural k consider the function

Hk(A) = sup
{πi ,Ai }∈Pa{A}(Tk

+(H))

∑
i

πi H(Ai )

on the set T+(H) (the supremum is over all decompositions of the operator A into a
countable convex combination of operators of rank ≤ k). By using (2) it is easy to
see that the restriction of the above function Hk to the set S(H) coincides with the
k-approximator of the von Neumann entropy defined in the first part of this section (so,
we use the same notation) and that

Hk(λA) = λHk(A), A ∈ T+(H), λ ≥ 0.

Thus we have

Hk(A) = ‖A‖1 Ĥσ
k (‖A‖−1

1 A) ≤ ‖A‖1 log k, A ∈ T+(H). (6)

The contribution of the strong stability property of the set S(H) to the below results
is based on the following observation.
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Lemma 7. For arbitrary natural k the function A �→ Hk(A) is continuous on the cone
T+(H).
Proof. By means of (6) the assertion of the lemma follows from Corollary 1 showing
continuity of the function ρ �→ Ĥσ

k (ρ) on the set S(H). 
�
For given natural k consider the function


k(A) = inf
{πi ,Ai }∈Pa{A}(Tk

+(H))

∑
i

πi H(Ai‖A) (7)

on the set T+(H) (the infimum is over all decompositions of the operator A into a
countable convex combination of operators of rank ≤ k).

It follows from (5) that


k(λA) = λ
k(A), A ∈ T+(H), λ ≥ 0. (8)

By Lemma 8 below the restriction of the function 
k defined in (7) to the set S(H)
coincides with the function 
k = H − Hk defined in the first part of this section (so,
we use the same notation).

We will use the following properties of the function 
k .

Lemma 8. For each natural k the following assertions hold:

A) For an arbitrary operator A ∈ T+(H) the infimum in definition (7) of the value

k(A) can be taken over the subset of Pa{A}(Tk

+(H)) consisting of ensembles {πi , Ai }
such that Tr Ai = Tr A for all i and hence


k(A) = H(A)− Hk(A).

B) The function T+(H) � A �→ 
k(A) is nonnegative lower semicontinuous unitary
invariant and homogenous in the sense of (8).
−1

k (0) = Tk
+(H). Continuity of this

function on a subset A ⊂ T+(H) means continuity of the quantum entropy on the
subset A.

C) The function A �→ 
k(A) is monotone with respect to the operator order:

A ≤ B ⇒ 
k(A) ≤ 
k(B), ∀A, B ∈ T+(H).
D) Let {λi (A)} be the sequence of the eigenvalues of the operator A ∈ T+(H) arranged

in nonincreasing order,7 then


k(A) ≤ 
̃k(A)
.= H({λk

i (A)}) =
+∞∑
i=1

η(λk
i (A))− η(‖A‖1),

where the sequence {λk
i (A)} is the k-order coarse-graining of the sequence {λi (A)},

t.i. λk
i (A) = λ(i−1)k+1(A) + · · · + λik(A) for all i = 1, 2, . . ..

E) For arbitrary operators A in T+(H) and C in B(H) the following inequality holds:


k(C AC∗) ≤ ‖C‖2
k(A).

7 It is possible to take the sequence {λi (A)} in arbitrary order but the corresponding sequence {λk
i (A)} is

most close to the sequence (‖A‖1, 0, 0, . . .) having zero entropy provided that the nonincreasing order is used.
The relation between 
k (A) and 
̃k (A) is considered in Remark 3 below.
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F) For an arbitrary operator A in T+(H) and an arbitrary sequence {Pn} of projec-
tors in B(H) strongly converging to the identity operator IH the following relation
holds:

lim
n→+∞
k(Pn APn) = 
k(A).

G) For an arbitrary operator A in T+(H) and an arbitrary family {Pi }mi=1 of mutually
orthogonal projectors in B(H) (m ≤ +∞) the following inequality holds:


k(A) ≥
m∑

i=1


k(Pi APi ).

H) For an arbitrary operator A in T+(H) and an arbitrary quantum operation � :
T(H)→ T(H) having the Kraus representation consisting of ≤ n summands the
following inequality holds:


nk(�(A)) ≤ 
k(A).

I) For an arbitrary finite set {Ai }mi=1 of operators in T+(H) and corresponding set
{ki }mi=1 of natural numbers the following inequality holds:


k1+k2+···+km

(
m∑

i=1

Ai

)
≤

m∑
i=1


ki (Ai ).

J) For an arbitrary countable set {Ai }+∞i=1 of operators in T+(H), probability distri-
bution {λi }+∞i=1 and natural m the following inequality holds:


mk

(
+∞∑
i=1

λi Ai

)
≤

+∞∑
i=1

λi
k(Ai ) +
+∞∑
i=m

λi H

⎛
⎝Ai‖

(
+∞∑
i=m

λi

)−1 +∞∑
i=m

λi Ai

⎞
⎠

≤
+∞∑
i=1

λi
k(Ai )

+ sup
i≥m

‖Ai‖1 H
({λi }i≥m

)
.

Proof. A) For arbitrary ensemble {πi , Ai } in Pa{A}(Tk
+(H)) one can consider ensemble

{λi , Bi } in Pa{A}(Tk
+(H)), where λi = πi‖Ai‖1‖A‖−1

1 and Bi = Ai‖A‖1‖Ai‖−1
1 , such

that ∑
i

λi H(Bi‖A) =
∑

i

πi H(Ai‖A)

−
(
η (‖A‖1)−

∑
i

πiη (‖Ai‖1)

)
≤
∑

i

πi H(Ai‖A),

where the last inequality follows from concavity of the function η, since
∑

i πi‖Ai‖1 =
‖A‖1. By (2) and (6) this implies 
k(A) = H(A)− Hk(A).

B) Lemma 7 and Assertion A imply the first and the third parts of this assertion.
To prove the second one note that the inclusion Tk

+(H) ⊆ 
−1
k (0) follows from the
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definition of the function 
k , while the converse inclusion is easily derived from the
implication ρ ∈ S(H) \ Sk(H) ⇒ H(ρ) > Hk(ρ), which follows from strict con-
cavity of the von Neumann entropy and the last assertion of Proposition 2, implying
attainability of the supremum in the second (continuous) expression in the definition of
the function Hk(ρ).

C) If A ≤ B then there exists contraction C such that A = C BC∗. Indeed, on the sub-
space suppB this contraction is constructed as the continuous extension to this subspace
of the linear operator A1/2 B−1/2 defined on the linear hull of the eigenvectors of the
operator B corresponding to the positive eigenvalues, while on the subspace H� suppB
it acts as the zero operator. Hence this assertion follows from Assertion H proved below.

D) Let {Pk
i }i be the sequence of spectral projectors of the operator A such that the

projector Pk
i corresponds to the eigenvalues λ(i−1)k+1(A), . . . , λik(A). Then λk

i (A) =
TrPk

i A for all i and the ensemble {πk
i , (π

k
i )
−1 Pk

i A}, where πk
i = λk

i (A)‖A‖−1
1 , belongs

to the set Pa{A}(Tk
+(H)). Hence


k(A) ≤
∑

i

πk
i H((πk

i )
−1 Pk

i A‖A) = H({λk
i (A)}).

E) By means of (8) this follows from Assertion H proved below.
F) By lower semicontinuity of the function
k (Assertion B) this follows from Asser-

tion E.
G) It is sufficient to prove that


k(A) ≥ 
k(P AP) +
k(P̄ AP̄),

where P̄ = IH − P , for arbitrary projector P . This inequality is easily proved by using
the definition of the function 
k and the inequality

H(A‖B) ≥ H(P AP‖P B P) + H(P̄ AP̄‖P̄ B P̄)

valid for arbitrary operators A and B in T+(H) (Lemma 3 in [13]).
H) This follows from monotonicity of the relative entropy since for an arbitrary

ensemble {πi , Ai } in Pa{A}(Tk
+(H)) the ensemble {πi ,�(Ai )} lies in Pa

{�(A)}(Tnk
+ (H)).

I) By means of (8) it is sufficient to show that


k′+k′′(γ A + (1− γ )B) ≤ γ
k′(A) + (1− γ )
k′′(B) (9)

for arbitrary operators A and B in T+(H) and γ ∈ [0, 1]. For given k′ and k′′ let {πi , Ai }i
and {λ j , B j } j be ensembles of operators of rank ≤ k′ with the average A and of rank
≤ k′′ with the average B correspondingly. Then the ensemble {πiλ j , γ Ai +(1−γ )B j }i, j
has the average γ A + (1 − γ )B and consists of operators of rank ≤ k′ + k′′. By joint
convexity of the relative entropy we have


k′+k′′(γ A + (1− γ )B) ≤
∑
i, j

πiλ j H(γ Ai + (1− γ )B j‖γ A + (1− γ )B)

≤ γ
∑

i

πi H(Ai‖A) + (1− γ )
∑

j

λ j H(B j‖B),

which implies inequality (9).
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J) The first inequality with m = 1 is easily derived from the definition of the function

k by using Donald’s identity

∑
i

πi H(Ai‖B) =
∑

i

πi H(Ai‖A) + H(A‖B),

valid for arbitrary ensemble {πi , Ai } of positive trace-class operators with the average
A and arbitrary trace-class operator B [15]. The case m > 1 is reduced to the case
m = 1 by applying Assertion I (with (8)) to the sum

∑m
i=1 A′i , where A′i = λi Ai for

i = 1,m − 1 and A′m =
∑+∞

i=m λi Ai .
The second inequality follows from the estimation

∑
i

πi H(Ai‖A) ≤ sup
i
‖Ai‖1 H({πi }),

valid for arbitrary ensemble {πi , Ai } of trace-class operators with the average A, which
can be proved by using monotonicity of the relative entropy:

∑
i

πi H(Ai‖A) = c
∑

i

πi H(�(ρi )‖�(ρ)) ≤ c
∑

i

πi H(ρi‖ρ) = cH({πi }),

where c = supi ‖Ai‖1, �(·) = c−1 ∑
i 〈i | · |i〉Ai , ρi = |i〉〈i | and ρ =∑

i πiρi . 
�
Remark 3. It is easy to show that the upper bound 
̃k(A) in Assertion D of Lemma 8
obtained by using the spectral decomposition of the operator A tends to zero if H(A)
is finite, which provides the additional proof of convergence of the sequence {Hk} to
the function H on the cone T+(H). Noncoincidence of the functions 
̃k and 
k , t.i.
existence of such operator A in T+(H) that 
k(A) < 
̃k(A), can be shown by the
following example.

Let ρ be the chaotic state in a particular 3-D subspace H0 ⊂ H. It is clear that

̃2(ρ) = log 3− 2

3 log 2 ≈ 0.64 (we use the natural logarithm).
In the subspace H0 consider four unit vectors

|ϕ1〉 =
⎡
⎣ 1

0
0

⎤
⎦ , |ϕ2〉 =

⎡
⎣ −1/2√

3/2
0

⎤
⎦ , |ϕ3〉 =

⎡
⎣ −1/2
−√3/2

0

⎤
⎦ , |ϕ4〉 =

⎡
⎣ 0

0
1

⎤
⎦ .

By direct calculation of eigenvalues one can show that the two rank states
ρ1 = 1

2 |ϕ1〉〈ϕ1| + 1
2 |ϕ2〉〈ϕ2| and ρ2 = 2

5 |ϕ3〉〈ϕ3| + 3
5 |ϕ4〉〈ϕ4| have the entropies

H(ρ1) ≈ 0.57 and H(ρ2) ≈ 0.67. Since 4
9ρ1 + 5

9ρ2 = ρ we can conclude that
H2(ρ) ≥ 4

9 H(ρ1) + 5
9 H(ρ2) ≈ 0.63. Thus 
2(ρ) = H(ρ)− H2(ρ) < 
̃2(ρ). 
�

The following notion plays the central role in this paper.

Definition 1. A subset A of T+(H) has the uniform approximation property (briefly the
UA-property) if

lim
k→+∞ sup

A∈A

k(A) = 0.
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Importance of the UA-property is justified by its close relation to continuity of the
quantum entropy considered in Theorem 2 in the next subsection. Usefulness of this rela-
tion is based on the following observation, showing the conservation of the UA-property
under different set-operations.

Proposition 4. Let A be a subset of T+(H) having the UA-property.

A) The UA-property holds for the closure cl(A) of the set A.
B) For each λ > 0 the UA-property holds for the set

Mλ(A) = {λA |A ∈ A}.
C) If inf A∈A ‖A‖1 > 0 then the UA-property holds for the set

E(A) = {λA | A ∈ A, λ ≥ 0} ∩ T1(H).

D) For each natural m the UA-property holds for the set

com(A) =
{

m∑
i=1

πi Ai

∣∣∣∣∣ {πi } ∈ Pm, {Ai } ⊆ A
}
.

If the set A is bounded then the UA-property holds for the set

coP(A) =
{

+∞∑
i=1

πi Ai

∣∣∣∣∣ {πi } ∈ P, {Ai } ⊆ A
}
,

where P is a subset of P+∞ such that lim
m→+∞ sup

{πi }∈P
H({πi }i>m) = 0.

E) The UA-property holds for the sets

D(A) = { B ∈ T+(H) | ∃A ∈ A : B ≤ A}
and

D̃(A) = { B ∈ T+(H) | ∃A ∈ A : B � A},
where B � A means that the sequence {λi (B)} of eigenvalues of the operator B is
majorized by the sequence {λi (A)} of eigenvalues of the operator A in the sense
λi (B) ≤ λi (A) for all i ;
If the set A is compact and does not contain the null operator, then the UA-property
holds for the set

D̂(A) =
{

B ∈ T1(H) | ∃A ∈ A : B‖B‖−1
1 ≺ A‖A‖−1

1

}
,

where ρ ≺ σ means that the state σ is more chaotic than the state ρ in the Uhlmann
sense [1,30], t.i. for the sequences {λi (ρ)} and {λi (σ )} of eigenvalues of the states
ρ and σ arranged in nonicreasing order the inequality

∑n
i=1 λi (ρ) ≥∑n

i=1 λi (σ )

holds for each natural n.
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F) The UA-property holds for the sets

Qn(A) = {�(A)
∣∣� ∈ Fn≤1(H), A ∈ A }, n ∈ N,

and

QF(A) = {�(A) |� ∈ F, A ∈ A },
where F is a subset of F≤1(H) such that for the corresponding set V of sequences
{Vj }+∞j=1 of Kraus operators the following two conditions hold: 8

1) either RanV ∗j ⊥ RanV ∗j ′ for all {Vj }+∞j=1 ∈ V and all j �= j ′ exceeding some

natural n or limm→+∞ sup{Vj }∈V,A∈A
∑

j≥m H
(

Vj AV ∗j
)
= 0;

2)

lim
m→+∞ sup

{Vj }∈V,A∈A
H
(
{TrVj AV ∗j } j≥m

)
= 0.

Remark 4. In connection with Assertion D note that the UA-property of a set A does
not imply the UA-property of its σ -convex hull σ -co(A) = {∑+∞

i=1 πi Ai |{πi } ∈ P+∞,
{Ai } ⊆ A} even if the set A is compact. As an example one can consider the converging
sequence of pure states from Example 1 in the second part of [24], such that the von
Neumann entropy is not continuous on the σ -convex hull of this sequence (since the
UA-property implies continuity of the entropy by Lemma 7).

Note that the condition limm→+∞ sup{πi }∈P H({πi }i>m) = 0 means continuity of
the classical entropy on the set P provided that this set is compact.

Proof of Proposition 4. A) This follows from lower semicontinuity of the function
k
on the set T+(H) for each k (Lemma 8B).

B) This is an obvious corollary of (8).
C) This also follows from (8) since

sup
B∈E(A)

{λ | B = λA, A ∈ A} ≤
(

inf
A∈A

‖A‖1

)−1

.

D) The first part follows from Lemma 8I and (8) implying


km

(
m∑

i=1

πi Ai

)
≤

m∑
i=1

πi
k(Ai ), ∀ {πi }mi=1 ∈ Pm .

The second part follows from Lemma 8J since for arbitrary k and m it implies


km

(
+∞∑
i=1

πi Ai

)
≤

+∞∑
i=1

πi
k(Ai ) + sup
i≥m

‖Ai‖1 H
({πi }i≥m

)

≤ sup
A∈A


k(A) + sup
A∈A

‖A‖1 H
({πi }i≥m

)
,

∀ {Ai }+∞i=1 ⊆ A, ∀ {πi }+∞i=1 ∈ P+∞.

8 The ways to show validity of these conditions are considered in the proof of Corollary 9 below.
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E) The first part follows from Lemma 8C and unitary invariance of the function 
k .
The second part follows from Lemma 8D and Lemma 9 below since

B‖B‖−1
1 ≺ A‖A‖−1

1 ⇒ H({λk
i (B)}) ≤ ‖B‖1‖A‖−1

1 H({λk
i (A)})

for each natural k by Shur concavity of the von Neumann entropy [30].
F) The first part follows from Lemma 8H.

To prove the second part note that Lemma 8J implies the inequality


km

⎛
⎝+∞∑

j=1

Vj AV ∗j

⎞
⎠ ≤

+∞∑
j=1


k(Vj AV ∗j ) + H
(
{TrVj AV ∗j } j≥m

)
.

Thus it is sufficient to show that condition 1) implies

lim
k→+∞ sup

{Vj }∈V,A∈A

+∞∑
j=1


k(Vj AV ∗j ) = 0. (10)

If the first alternative in condition 1) holds then Assertions E and G of Lemma 8
provide the estimation

+∞∑
j=1


k(Vj AV ∗j ) =
n∑

j=1


k(Vj AV ∗j ) +
∑
j>n


k(Vj AV ∗j )

≤ n
k(A) +
∑
j>n


k(Pj APj ) ≤ (n + 1)
k(A),

∀ {Vj } ∈ V,

where Pj is the projector on the subspace RanV ∗j , which implies (10) by the UA-property
of the set A.

If the second alternative in condition 1) holds then the similar estimation, in which
the term

∑
j>n 
k(Vj AV ∗j ) is majorized by

∑
j>n H(Vj AV ∗j ) also implies (10) by the

UA-property of the set A. 
�
Lemma 9. Let A be a compact subset of T+(H) having the UA-property. Then

lim
k→+∞ sup

A∈A

̃k(A) = 0

where 
̃k is the upper bound for the function 
k defined in Lemma 8D.

Proof. By Lemma 7 the UA-property of the set A implies continuity of the function
A �→ H(A) on this set.

Let {Pk
i }i be the sequence of spectral projectors of the operator A defined in the

proof of Assertion D of Lemma 8 and πk
i = ‖A‖−1

1 TrPk
i A for all i . By Lemma 4 in [13]

the sequence of continuous functions A �→ H(Pk
1 A) monotonously converges to the

function A �→ H(A) as k → +∞. By Dini’s lemma this sequence converges uniformly
on the set A. This implies the assertion of the lemma since


̃k(A) =
∑

i

πk
i H((πk

i )
−1 Pk

i A‖A) ≤ H(A)− H(Pk
1 A), A ∈ A.


�
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By definition the UA-property of sets A and B implies the UA-property of their union
A ∪ B. By Lemma 8I and Proposition 4D we have the following observations.

Corollary 3. Let A and B be subsets of T+(H) having the UA-property.

A) The UA-property holds for the set {A + B | A ∈ A, B ∈ B} (generally called the
Minkowski sum of the sets A and B);

B) The UA-property holds for the convex closure co(A ∪ B) of the union of A and B
provided these sets are convex.

5.2. The continuity conditions. Lemmas 7 and 8, Dini’s lemma and Proposition 4 imply
the following theorem, containing the main results of this paper.

Theorem 2. A) If a set A ⊂ T+(H) has the UA-property then the quantum entropy is
continuous on this set.

B) If the quantum entropy is continuous on a compact set A ⊂ T+(H), then this set
has the UA-property.

C) If a set A ⊂ T+(H) has the UA-property then the quantum entropy is continuous
on the set �(A), where � is an arbitrary finite composition of the set-operations
cl, Mλ, E, com, coP, D, D̃, D̂, Qn, QF considered in Proposition 4 with arbitrary
parameters m, n ∈ N and λ > 0 provided the sets P, F and the arguments of E,
coP, D̂, QF satisfy the conditions mentioned in this proposition.

Remark 5. As the simplest example showing importance of the compactness condition
in the second assertion of Theorem 2, one can consider the set A = {λρ | λ ∈ R+}, where
ρ is an infinite rank state with finite entropy.

The following example shows that the second assertion of Theorem 2 can not be valid
even for relatively compact convex sets of states.

Let {ρi }i≥0 be a sequence of finite rank states in S(H) such that ρ0 is a pure state,

H(ρi ) ≥ 1 for all i > 0, suppρn ⊂ H �
(⊕n−1

i=0 suppρi

)
and

∑+∞
i=1 e−λH(ρi ) < +∞

for all λ > 0. Let λi = (H(ρi ))
−1 for each i ∈ N. Consider the sequence of states

σi = (1− λi )ρ0 + λiρi , i ∈ N,

obviously converging to the state ρ0.
In Appendix 7.2 it is proved that the von Neumann entropy is continuous on the

convex set A = σ -co ({σi }i∈N) =
{∑+∞

i=1 πiσi | {πi } ∈ P+∞
}
, but it is not continuous

on the set cl (A) = co ({σi }i∈N) = A ∪ {ρ0}. By the first assertion of Theorem 2 and
Proposition 4A the UA-property does not hold for the set A. 
�

Show first that Theorem 2 makes it possible to re-derive the continuity conditions
mentioned in the Introduction in the generalized forms.

Example 1. Let {hi } be a nondecreasing sequence of nonnegative numbers and P{hi },h
be the subset of P+∞ consisting of probability distributions {πi } satisfying the inequal-
ity

∑
i hiπi ≤ h. By Lemma 11 in the Appendix the set P{hi },h satisfies the condition

in Proposition 4D if and only if g ({hi }) = inf
{
λ > 0 | ∑i e−λhi < +∞} = 0. By

Theorem 2C the von Neumann entropy is continuous on the set cl(coP{hi },h (Sk(H)))
for each k. This observation provides another proof9 of the well known result stated

9 The original proof of this result is based on lower semicontinuity of the function ρ �→ H(ρ‖σλ), where
σλ = (Tre−λH )−1e−λH , for all λ > 0 [15,29].
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that the entropy is continuous on the set KH,h = {ρ ∈ S(H) |TrHρ ≤ h}, where H
is an H-operator such that g(H) = inf

{
λ > 0 |Tre−λH < +∞} = 0, since by using

the extremal properties of eigenvalues of a positive operator it is easy to see that the
set cl(coP{hi },h (S1(H))), where {hi } is the sequence of eigenvalues of the operator H ,
contains the set KH,h (and all its unitary translations).

The von Neumann entropy is not continuous on cl(coP{hi },h (S1(H)) if g ({hi }) > 0
since it is not continuous on the set KH,h if g(H) > 0 [24]. 
�

Theorem 2 implies the following generalization of Simon’s dominated convergence
theorems [26].

Corollary 4 (Generalized Simon’s convergence theorem). 10 If the quantum entropy
is continuous on a compact subset A of T+(H) then it is continuous on the sets D(A)
and D̃(A) defined in the first part of Assertion E of Proposition 4.

This condition and Corollary 3 show that

{H(An + Bn)→ H(A0 + B0)} ⇔ {H(An)→ H(A0)} ∧ {H(Bn)→ H(B0)} ,
where {An} and {Bn} are sequences of positive trace class operators converging respec-
tively to operators A0 and B0.

The above “dominated-type” continuity conditions can be enriched by the following
one.

Corollary 5. If the quantum entropy is continuous on a compact subset A of T+(H),
which does not contain the null operator, then it is continuous on the set D̂(A) defined
in the second part of Assertion E of Proposition 4.

By Corollary 5 and Theorem 13 in [30] to prove continuity of the von Neumann
entropy on a set A ⊂ S(H) it suffices to show its continuity on the image of this set
under the expectation ρ �→ ∑

i PiρPi for a particular set {Pi } of mutually orthogonal
projectors such that

∑
i Pi = IH.

Corollary 5 and the infinite-dimensional generalization of Nielsen’s theorem pro-
vide the following observation concerning the notion of entanglement of a state of a
composite quantum system.

Example 2. Let H and K be separable Hilbert spaces. The entanglement E(ω) of a pure
stateω in S(H⊗K) is defined as the von Neumann entropy of its reduced states (cf.[2]):

E(ω) = H(TrKω) = H(TrHω).

Let L(H,K) be the set of all LOCC-operations transforming the set S(H ⊗ K) into
itself. Corollary 5 and Lemma 2 in [17]11 imply the following assertion:

10 In the original versions of these theorems the weaker topologies are used. Since the set D(A) is compact
(by the compactness criterion in Lemma 10 in the Appendix), the weak operator topology on this set coincides
with the trace norm topology. The µ-convergence topology does not coincide with the trace norm topology on
the set D̃(A), but by noting that the sequences of eigenvalues of the operators in D̃(A) form a compact subset
of the space l1 it is easy to see that µ-convergence of a sequence {An} ⊂ D̃(A) to an operator A0 ∈ D̃(A)
means trace norm convergence of the sequence {Un AnU∗n } ⊂ D̃(A) to the operator A0 for some set {Un} of
unitaries.

11 In [17] the majorization order is used, which is converse to the Uhlmann order “≺” used in this paper.
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If the function ω �→ E(ω) is continuous on a compact set C ⊂ extrS(H⊗K), then it
is continuous on the set

{�(ω) |ω ∈ C, � ∈ L(H,K)} ∩ extrS(H⊗K).
This shows that for an arbitrary sequence {ωn} of pure states in S(H⊗K) converging to a
stateω0 and arbitrary set {�n}n≥0 of LOCC-operations such that the sequence {�n(ωn)}
consists of pure states and converges to the state�0(ω0), the following implication holds:

lim
n→+∞ E(ωn) = E(ω0) ⇒ lim

n→+∞ E(�n(ωn)) = E(�0(ω0)). �

By Corollary 10 in the Appendix for arbitrary closed set A ⊂ T+(H) (not necessarily
compact) and arbitrary natural m the set com(A) defined in Assertion D of Proposition 4
is closed. Theorem 2 implies the following result.

Corollary 6. A) If the quantum entropy is continuous and bounded on a closed bounded
set A ⊂ T+(H) then it is continuous on the set com(A) for arbitrary natural m.

B) If the quantum entropy is continuous on a compact set A ⊂ T+(H), then it
is continuous on the set cl(coP(A)) for arbitrary subset P of P+∞ such that

lim
m→+∞ sup

{πi }∈P
H({πi }i>m) = 0.

By Remark 4 the set cl(coP(A)) in the second assertion of this corollary can not be
replaced by the σ -convex hull σ -co(A) of the set A.

Proof. A) Let {An} ⊂ com(A) be a sequence converging to an operator A0 ∈ com(A).
Suppose

lim
n→+∞ H(An) > H(A0). (11)

By the construction of the set com(A) for each n there exists an ensemble {πn
i , An

i }mi=1
of operators in A such that An = ∑m

i=1 π
n
i An

i . By using Proposition 5 in the Appen-
dix and boundedness of the set A we may consider (by replacing the sequence {An} by
some subsequence) that there exists an ensemble {π0

i , A0
i }mi=1 of operators in A such that

limn→+∞ πn
i = π0

i , limn→+∞ πn
i An

i = π0
i A0

i for each i = 1,m and A0 =∑m
i=1 π

0
i A0

i .
Since the entropy is continuous and bounded on the setAwe have limn→+∞ H(πn

i An
i )

= H(π0
i A0

i ) for each i = 1,m. By the part “⇐” of the remark after Corollary 4 this
implies a contradiction to (11).

B) This directly follows from Theorem 2. 
�
If A is a union of m < +∞ closed convex sets then Corollary 10 in the Appendix

implies com(A) = co(A), so we obtain from Corollary 6 the following result.

Corollary 7. If the quantum entropy is continuous on each set from a finite collection
{Ai }mi=1 of convex closed bounded subsets of T+(H) then it is continuous on the convex
closure co

(⋃m
i=1 Ai

)
of this collection.

Remark 6. The condition of closedness of the all sets from the collection {Ai }mi=1 in
Corollary 7 is essential. The simple example showing this can be constructed as follows.
Let A1 = {ρ0} and A2 = σ -co ({σi }i∈N), where the state ρ0 and the sequence {σi }i∈N

are taken from the example in Remark 5. As shown in this example the entropy is con-
tinuous on the convex bounded sets A1 and A2 but it is not continuous on the convex
set A1 ∪A2. 
�

Theorem 2 also implies the following continuity condition.
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Corollary 8. Let {Ai }ni=1 be a finite collection of subsets of T+(H) having the UA-prop-
erty (for example, compact subsets on which the quantum entropy is continuous). Then
for arbitrary natural m the quantum entropy is continuous on the set

cl

⎛
⎝
⎧⎨
⎩

n∑
i=1

m∑
j=1

Vi j Ai V ∗i j | Ai ∈ Ai , Vi j ∈ B(H), ‖Vi j‖ ≤ 1

⎫⎬
⎭
⎞
⎠ .

The following observation can be used in the study of quantum channels and in the
theory of quantum measurements (see Example 3 below).

Corollary 9. Let V=1 be the set of all sequences {Vi }+∞i=1 ⊂ B(H) such that
∑+∞

i=1 V ∗i Vi
= IH endowed with the Cartesian product of the strong* operator topology (the topol-
ogy of coordinate-wise strong* operator convergence).12 Let A be a subset of T+(H)
on which the quantum entropy is continuous.

1) The function ({Vi }, A) �→∑+∞
i=1 H

(
Vi AV ∗i

)
is continuous on V=1 ×A.

2) If V0 is a subset of V=1 such that the function

({Vi }, A) �→ H
({

TrVi AV ∗i
}+∞

i=1

)
(12)

is continuous on V0 ×A then the function ({Vi }, A) �→ H
(∑+∞

i=1 Vi AV ∗i
)

is con-
tinuous on V0 ×A.

Proof. We can consider that the sets A and V0 are compact.
1) It follows from Corollary 8 that the function Fm(({Vi }, A)) = H(Cm ACm), where

Cm =
√∑m

i=1 V ∗i Vi and m ∈ N, is continuous on V=1 × A. Since C2
m ≤ C2

m+1 for
all m the sequence {Fm} is nondecreasing. By noting that convergence of a sequence
{An} ⊂ T+(H) to an operator A0 ∈ T+(H) follows from its convergence in the weak
operator topology provided that limn Tr An = Tr A0 (Theorem 1 in [6]) and by using
Corollary 8 we conclude that limm→+∞ Fm(({Vi }, A)) = H(A).

By the Groenevold-Lindblad-Ozawa inequality (see [16]) we have

∑
i>m

H(Vi AV ∗i ) ≤ H(A)− Fm(({Vi }, A)).

Hence continuity of the function A �→ H(A) and Dini’s lemma show that limm→+∞
sup{Vi }∈Vc,A∈A

∑
i>m H(Vi AV ∗i ) = 0 for an arbitrary compact subset Vc of V=1. This

and continuity of the function ({Vi }, A) �→∑m
i=1 H

(
Vi AV ∗i

)
for each m (provided by

Corollary 8) imply the first assertion of the corollary.
2) By the above observation the second alternative in condition 1) in Proposition 4F

holds for the sets V0 and A. Since condition 2) in this proposition follows from conti-
nuity of function (12) by Dini’s lemma, the set

{∑+∞
i=1 Vi AV ∗i | {Vi } ∈ V0, A ∈ A}

has
the UA-property. By Theorem 2 this implies the second assertion of the corollary. 
�

12 The strong* operator topology on B(H) is defined by the family of seminorms A �→ ‖A|ϕ〉‖+ ‖A∗|ϕ〉‖,
|ϕ〉 ∈ H [3]. By using more complicated analysis it is possible to replace this topology here by the strong
operator topology.
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Example 3. Let Mm(H) be the set of all quantum measurements with m ≤ +∞ out-
comes on the quantum system associated with the Hilbert space H. Each measurement
M in Mm(H) is described by a set {Vi }mi=1 of operators in B(H) such that

∑m
i=1 V ∗i Vi =

IH and its action on an arbitrary a priori state ρ ∈ S(H) results in the posteriori ensem-
ble {πi (M, ρ), ρi (M, ρ)}mi=1, where ρi (M, ρ) = (TrViρV ∗i )−1ViρV ∗i is the posteriori
state corresponding to the i th outcome and πi (M, ρ) = TrViρV ∗i is the probability of
this outcome (if TrViρV ∗i = 0 then the posteriori state ρi (M, ρ) is not defined) [10].
The mean posteriori state ρ̄(M, ρ) = ∑m

i=1 πi (M, ρ)ρi (M, ρ) = ∑m
i=1 ViρV ∗i cor-

responds to the nonselective measurement.
We will consider that a sequence {Mn} ⊂ Mm(H) converges to a measurement

M0 ∈ Mm(H) if limn→+∞ V n
i = V 0

i for all i = 1,m in the strong* operator topol-
ogy, where {V n

i }mi=1 is the set of operators describing the measurement Mn .
Let A be a subset of S(H) on which the von Neumann entropy is continuous.

Corollaries 8 and 9 imply the following assertions:

• the von Neumann entropy of the posteriori state H(ρi (M, ρ)) is continuous on the
subset of Mm(H)×A, on which ρi (M, ρ) is defined, i = 1,m ;

• the mean entropy of posteriori states
∑m

i=1 πi (M, ρ)H(ρi (M, ρ)) is continuous on
Mm(H)×A;

• if M is a subset of Mm(H) such that the Shannon entropy of the outcome’s probabil-
ity distribution H

({πi (M, ρ)}mi=1

)
is continuous on M×A then the von Neumann

entropy of the mean posteriori state H (ρ̄(M, ρ)) is continuous on M×A.

If m < +∞, then the function H (ρ̄(M, ρ)) is continuous on Mm(H)×A. 
�

Remark 7. The continuity conditions considered in this subsection are formulated for
subsets of T+(H). They can be reformulated for subsets of S(H) by using the following
obvious observation: If the quantum entropy is continuous on a subset A of T+(H)
such that inf A∈A ‖A‖1 > 0 then the von Neumann entropy is continuous on the subset{

A‖A‖−1
1 | A ∈ A

}
of S(H).

6. Conclusion

The method of proving continuity of the von Neumann entropy proposed in this paper
is essentially based on the strong stability property (stated in Theorem 1) and on the
µ-compactness (described before Lemma 1) of the set of quantum states, revealing the
special relations between the topology and the convex structure of this set. Of course, it
does not mean that validity of the continuity conditions obtained by this method depends
on validity of these abstract properties and that these conditions can not be proved by
other methods. For example, the assertion of Corollary 7 for sets of quantum states can be
shown by noting that continuity of the entropy on any closed convex set of states implies
compactness of this set (this follows from Lemma 2 in [25] and Corollary 7 in [24]) and
by applying spectral finite dimensional approximation based on using inequality (1) and
Dini’s lemma, but the proposed method provides a simpler and in a sense more natural
way of doing this.

The special approximation of concave lower semicontinuous functions considered in
this paper, in particular, the approximation of the von Neumann entropy used in proving
its continuity, seems to be interesting for other applications.
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7. Appendix

7.1. One property of the positive cone of trace-class operators. The positive cone T+(H)
has the following important property.

Proposition 5. Let {{πn
i , An

i }mi=1}n be a sequence of ensembles consisting of m < +∞
operators in T+(H) such that the sequence {∑m

i=1 π
n
i An

i }n of their averages converges to
an operator A0. There exists a subsequence {{πnk

i , Ank
i }mi=1}k converging to a particular

ensemble {π0
i , A0

i }mi=1 with the average A0 in the following sense:
lim

k→+∞π
nk
i = π0

i and π0
i > 0 ⇒ lim

k→+∞ Ank
i = A0

i , i = 1,m.

Note that this proposition does not assert that A0
i �= A0

j for all i �= j .

Proof. We may assume that the sequence {An =∑m
i=1 π

n
i An

i }n belongs to the set T1(H)
of positive operators with trace ≤ 1.

Let Bn
i = πn

i An
i be an operator in T1(H) such that Bn

i ≤ An for all n > 0 and
i = 1,m. Since the set {An}n≥0 is compact, the compactness criterion for subsets of
T1(H) in Lemma 10 below implies relative compactness of the sequence {Bn

i }n>0 for
each i = 1,m. Hence we can find an increasing sequence {nk} of natural numbers such
that there exist

lim
k→+∞π

nk
i = π0

i and lim
k→+∞ Bnk

i = B0
i ∀i = 1,m,

where {π0
i }mi=1 is a probability distribution and {B0

i }mi=1 is a collection of operators in
T1(H). Since

∑m
i=1 Bnk

i = Ank for all k we have
∑m

i=1 B0
i = A0.

Let A0
i = (π0

i )
−1 B0

i if π0
i �= 0 and A0

i = 0 otherwise. The subsequence
{{πnk

i , Ank
i }mi=1}k and the ensemble {π0

i , A0
i }mi=1 have the required properties. 
�

Corollary 10. For an arbitrary closed subset A of T+(H) and an arbitrary natural m
the set com(A) =

{∑m
i=1 πi Ai |{πi } ∈ Pm, {Ai } ⊂ A}

is closed.

The following compactness criterion for subsets of T1(H) can be derived from the
compactness criterion for subsets of S(H), presented in [11, the Appendix] (by consid-
ering the set {A + (1− Tr A)ρ0 | A ∈ A} ⊂ S(H) for a given set A ⊂ T1(H), where ρ0
is a fixed pure state).

Lemma 10. A closed subset A of T1(H) is compact if and only if for arbitrary ε > 0
there exists a finite rank projector Pε in B(H) such that Tr(IH − Pε)A < ε for all
A ∈ A.

7.2. The proofs of the auxiliary results. On maximality of any measure supported by
pure states. Maximality of a measureµ in P(S1(H))with respect to the Choquet order-
ing follows from coincidence of this ordering with the dilation ordering [7], but it can
be easily proved in this special case as follows. Suppose ν � µ. Since for an arbitrary
concave continuous bounded function f on the S(H) stability of the set S(H) implies
continuity of its convex hull co f (see [20, Theorem 1]) we have

µ( f ) ≥ ν( f ) and µ(co f ) ≤ ν(co f ), where µ( f ) =
∫
S(H)

f (σ )µ(dσ).
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By noting that f ≥ co f and that these functions coincide on the support of the
measure µ we conclude that µ( f ) = ν( f ) and hence µ = ν.

The proof of Lemma 2. It is easy to see that lower semicontinuity and lower bounded-
ness of the function f imply lower semicontinuity of the functional

P(A) � µ �→ F(µ) =
∫
A

f (σ )µ(dσ). (13)

A) Convexity of the function f̌A follows from its definition. By lower semicontinuity
of the functional (13) and compactness of the set P{ρ}(A) (provided by µ-compactness
of the set S(H)) the infimum in the definition of the value f̌A(ρ) for each ρ in co(A)
is achieved at a particular measure in P{ρ}(A).

Suppose the function f̌A is not lower semicontinuous. Then there exists a sequence
{ρn} ⊂ co(A) converging to a state ρ0 ∈ co(A) such that

lim
n→+∞ f̌A(ρn) < f̌A(ρ0). (14)

As proved before for each n = 1, 2, . . . there exists a measure µn in P{ρn}(A) such that
f̌A(ρn) = F(µn). µ-compactness of the set S(H) implies existence of a subsequence
{µnk } converging to a particular measure µ0. By continuity of the map µ �→ b(µ) the
measureµ0 belongs to the set P{ρ0}(A). Lower semicontinuity of functional (13) implies

f̌A(ρ0) ≤ F(µ0) ≤ lim inf
k→+∞ F(µnk ) = lim

k→+∞ f̌A(ρnk ),

contradicting (14).
B) Concavity of the function f̂A follows from its definition. Suppose the function f̂A
is not lower semicontinuous. Then there exists a sequence {ρn} ⊂ co(A) converging to
a state ρ0 ∈ co(A) such that

lim
n→+∞ f̂A(ρn) < f̂A(ρ0). (15)

For ε > 0 let µε0 be such a measure in P{ρ0}(A) that f̂A(ρ0) < F(µε0) + ε. By open-
ness of the map P(A) � µ �→ b(µ) there exists a subsequence {ρnk } and a sequence
{µk} ⊂ P(A) converging to the measure µε0 such that b(µk) = ρnk for each k. Lower
semicontinuity of functional (13) implies

f̂A(ρ0) ≤ F(µε0) + ε ≤ lim inf
k→+∞ F(µk) + ε ≤ lim

k→+∞ f̂A(ρnk ) + ε,

contradicting (15) (since ε is arbitrary). 
�
The proof of the assertion in Remark 5. For an arbitrary state ρ in A = σ -co({σi }) there
exists a probability distribution {πi } ∈ P+∞ such that ρ =∑+∞

i=1 πiσi . This distribution
is unique since Piρ = πiλiρi for each i , where Pi is the projector on the subspace
suppρi .

The one-to-one correspondence P+∞ � {πi } ↔∑
i πiσi ∈ A is continuous in both

directions (t.i. it is a homeomorphism). Indeed, continuity of the map “→” is obvious
while continuity of the map “←” can be proved by using the above set {Pi } of projectors
and by noting that pointwise convergence of a sequence of probability distributions to a
probability distribution implies its convergence in the norm of total variation.
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Thus to prove continuity of the von Neumann entropy on the set A it is sufficient to
show continuity of the function P+∞ � {πi } �→ H

(∑
i πiσi

)
.

By the construction of the sequence {σi } we have

H

(
+∞∑
i=1

πiσi

)
= H

((
+∞∑
i=1

πi (1− λi )

)
ρ0 ⊕

+∞⊕
i=1

πiλiρi

)

=
+∞∑
i=1

πi (1− λi )H(ρ0) +
+∞∑
i=1

πiλi H(ρi )

+η

(
+∞∑
i=1

πi (1− λi )

)
+

+∞∑
i=1

η(πiλi )

= 1 + η

(
+∞∑
i=1

πi (1− λi )

)

+
+∞∑
i=1

πiλi (− logπi ) +
+∞∑
i=1

πiλi (− log λi ).

By using properties of the function x �→ η(x) and Lemma 11 below it is easy to
show continuity of the all terms in the right side of the above expression as functions of
{πi }.

Discontinuity of the von Neumann entropy on the set cl (A) = A∪{ρ0} follows from
the inequality H(σi ) ≥ λi H(ρi ) = 1, i > 0, since H(ρ0) = 0.

Lemma 11. Let {h j }+∞j=1 be a nondecreasing sequence of positive numbers such that

g
({h j }

) = inf
{
λ > 0 | ∑+∞

j=1 e−λh j < +∞
}
< +∞. Then

lim
m→+∞ sup

{x j }∈B1

∑
j≥m

η(x j )h
−1
j = g

({h j }
)
,

where B1 is the positive part of the unit ball of the Banach space l1.

Proof. We will prove first that

λ∗ ≤ sup
{x j }∈B1

+∞∑
j=1

η(x j )h
−1
j ≤ λ∗ + h−1

1 , (16)

where λ∗ is either the unique solution of the equation
∑+∞

j=1 e−λh j = e if it exists or

g
({h j }

)
otherwise (if

∑+∞
j=1 e−g({h j })h j < e).

By using the Lagrange method it is easy to show that the function {x j }nj=1 �→∑n
j=1 η(x j )h

−1
j attains its maximum on the positive part Bn

1 of the unit ball of R
n at the

vector {e−λnh j−1}nj=1, where λn is the unique solution of the equation
∑n

j=1 e−λh j = e,
and hence

λn ≤ sup
{x j }∈Bn

1

n∑
j=1

η(x j )h
−1
j = λn +

n∑
j=1

e−λnh j−1h−1
j ≤ λn + h−1

1 .
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It is easy to see that the increasing sequence {λn} converges to λ∗, so by noting that
{x j } �→∑+∞

j=1 η(x j )h
−1
j is a lower semicontinuous function and by passing to the limit

in the above expression we obtain (16).
The assertion of the lemma can be derived from (16) applied to the sequence

{h j+m}+∞j=1 , since if the solution of the equation
∑+∞

j=1 e−λh j+m = e exists for all m

it tends to g
({h j }

)
as m → +∞. 
�
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