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Criteria for equality in two entropic inequalities

M. E. Shirokov

Abstract. We obtain a simple criterion for local equality between the con-
strained Holevo capacity and the quantum mutual information of a quan-
tum channel. This shows that the set of all states for which this equality
holds is determined by the kernel of the channel (as a linear map).

Applications to Bosonic Gaussian channels are considered. It is shown
that for a Gaussian channel having no completely depolarizing components
the above characteristics may coincide only at non-Gaussian mixed states
and a criterion for the existence of such states is given.

All the obtained results may be reformulated as conditions for equality
between the constrained Holevo capacity of a quantum channel and the
input von Neumann entropy.
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§ 1. Introduction

Quantum information theory is a new scientific direction that has developed
rapidly in the last two decades. It has generated a whole variety of interesting
mathematical problems, whose formulation and analysis require methods from the
theory of operators in Hilbert spaces, convex analysis and measure theory.

A basic role is played in quantum information theory by the notion of a quantum
channel — a linear trace-preserving completely positive map between Banach spaces
of trace class operators (Schatten classes of order 1). Generally speaking, such maps
describe the irreversible dynamics of open quantum systems (see [1], Ch. 6).

Properties of quantum channels are described by many numerical and functional
characteristics, in particular, by different capacities related to the reversibility prop-
erties of a channel. On the one hand, these capacities are defined as characteristics
of given protocols of (classical or quantum) information transmissions by a channel,
on the other hand, they are related to the analytical characteristics of a channel as
a completely positive map (see [2]).

In this paper we consider two important characteristics of a quantum chan-
nel: the constrained Holevo capacity1 C̄(Φ, ρ) (also called the χ-function) and the
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1The informational sense of this quantity is considered in [1], Ch. 8.
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quantum mutual information I(Φ, ρ) (one of the noncommutative analogues of the
mutual information of classical channels introduced by Shannon); see [1], [3], [4].
These nonnegative characteristics have the following upper bounds

C(Φ, ρ) 6 H(ρ), I(Φ, ρ) 6 2H(ρ), (1.1)

where H(ρ) is the von Neumann entropy of a state ρ, and are connected by the
inequality

C(Φ, ρ) 6 I(Φ, ρ). (1.2)

It is well known that equality in the second inequality in (1.1) is equivalent to
perfect reversibility of the channel Φ on the support of the state ρ (see [1], [4]).
In this paper we obtain necessary and sufficient conditions for equality in the first
inequality in (1.1), and in (1.2), expressed in terms of the structure of the channel Φ.

We show that these inequalities are connected via the notion of a complementary
channel. Thus, we may analyse conditions for equality in (1.2) (which are important
for applications) by studying conditions for equality in the first inequality in (1.1).

This approach and the relation obtained between equality in the first inequality
in (1.1) and the particular reversibility property of the channel Φ make it possible to
obtain a criterion for equality in (1.2) for an arbitrary infinite-dimensional channel
Φ and a state ρ with finite von Neumann entropy. This criterion shows that the
set of all mixed states with finite entropy, for which we have equality in (1.2), is
determined by the set ker Φ (Theorem 3). It also makes it possible to prove that
this equality holds for all states ρ if and only if Φ is a completely depolarizing
channel (a conjecture made in [5]).

The above criterion is used to analyse the attainability of equality in (1.2) for
Bosonic Gaussian channels. In particular, we show that for an arbitrary nontrivial
Gaussian channel Φ, a strict inequality holds in (1.2) for all non-degenerate states
with finite entropy, while its validity for all mixed states with finite entropy is
equivalent to coincidence of the rank of the operator describing the transformation
of canonical observables with the dimension of the input symplectic space.

A criterion for equality in the first inequality in (1.1) and its application to
Bosonic Gaussian channels are presented in § 4.

§ 2. Preliminaries

Let H be a separable Hilbert space, and B(H ) and T(H ) be the Banach
spaces of, respectively, all bounded operators in H with the operator norm ∥ · ∥,
and all trace-class operators in H with the trace norm ∥ · ∥1 = Tr | · | (see [1], [6]).
Operators from B(H ) will be denoted by Latin letters A,B, . . . , and operators
from T(H ) by Greek letters ρ, σ, . . . . The closed convex subset

S(H ) = {ρ ∈ T(H ) | ρ > 0, Tr ρ = 1}

of T(H ) is a complete separable metric space with the metric defined by the trace
norm. Operators in S(H ) will be called states since any such operator ρ determines
a linear normal functional A 7→ TrAρ with the unit norm on B(H ). Pure states
are one-dimensional projectors, which are extreme points of S(H ). The support
supp ρ of a state ρ is the orthogonal complement to its kernel ker ρ; its dimension is
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called the rank of this state: rank ρ = dim supp ρ. A state ρ such that ker ρ = {0}
is called nondegenerate.

For vectors and 1-rank operators in a Hilbert space we will use the Dirac nota-
tions |ϕ⟩, |χ⟩⟨ψ|, . . . (in which the action of the operator |χ⟩⟨ψ| on the vector |ϕ⟩ is
the vector ⟨ψ,ϕ⟩|χ⟩).

Denote by IH and IdH the unit operator in a Hilbert space H and the identity
transformation of the Banach space T(H ), respectively.

The von Neumann entropy of a state ρ is defined as follows:2

H(ρ) = −Tr ρ log ρ = −
+∞∑
i=1

λi log λi,

where {λi} is a set of eigenvalues of ρ (see [1], [4]).
The quantum relative entropy of states ρ and σ is defined as follows:

H(ρ∥σ) =
+∞∑
i=1

⟨ϕi|[ρ log ρ− ρ log σ]ϕi⟩,

where {|ϕi⟩}+∞i=1 is an orthonormal basis of eigenvectors of the state ρ (or σ) and it
is assumed that H(ρ∥σ) = +∞ if supp ρ * suppσ (see [1], [4]).

A finite or countable set of states {ρi} with the corresponding probability distri-
bution {πi} is called an ensemble and is denoted by {πi, ρi}; the state ρ =

∑
i πiρi

is called the average state of this ensemble.
The χ-quantity of an ensemble {πi, ρi} is defined as follows:

χ({πi, ρi})
.=

∑
i

πiH(ρi∥ρ) = H(ρ)−
∑

i

πiH(ρi), (2.1)

where the second formula is valid under the condition H(ρ) < +∞. In [7] it is
proved that this quantity is the upper bound for the classical mutual information
which can be extracted from the ensemble {πi, ρi} by quantum measurements (for
further details, see [1], Ch. 5). The χ-quantity plays a central role in the analysis
of different protocols of transmission of classical information by quantum channel;
it is involved in the expressions for the capacities of these protocols.

Let HA and HB be Hilbert spaces, referred to as the input and output spaces,
respectively. Let Φ: T(HA) → T(HB) be a linear map, which is positive and
trace-preserving (Φ(ρ) > 0 and TrΦ(ρ) = Tr ρ for any ρ > 0). The dual map
Φ∗ : B(HB) → B(HA) (defined by the relation TrΦ(ρ)A = Tr ρΦ∗(A), ρ ∈ T(HA),
A ∈ B(HB)) is a positive map such that Φ∗(IHB

) = IHA
.

Let Hd be a Hilbert space with dimension d ∈ N (isomorphic to Cd).
The linear map Φ: T(HA) → T(HB) is called completely positive if the map

Φ⊗IdHd
from T(HA⊗Hd) into T(HB⊗Hd) is positive for all natural d (equivalent

definitions of complete positivity can be found in [1], Ch. 6, § 2).

Definition 1. A linear completely positive trace-preserving map Φ: T(HA) →
T(HB) is called a quantum channel.

2Here log is the natural logarithm.
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This definition of a quantum channel corresponds to the Schrödinger picture, in
which the dynamics of a quantum system is described via the evolution of states. In
the Heisenberg picture, a quantum channel is the dual map Φ∗ : B(HB) → B(HA),
determining the evolution of quantum observables (see [1], Ch. 6).

By using Stinespring’s theorem on representations of completely positive maps
of C∗-algebras and properties of the algebra B(H ), one can obtain (see [1], [4])
the following representation of an arbitrary quantum channel Φ: T(HA) → T(HB):
there exists a Hilbert space HE and an isometry V : HA → HB ⊗HE such that

Φ(ρ) = TrHE
V ρV ∗ ∀ ρ ∈ T(HA). (2.2)

This representation is called the Stinespring representation of Φ, while the operator
V is the Stinespring isometry.

The quantum channel

T(HA) ∋ ρ 7→ Φ̂(ρ) = TrHB
V ρV ∗ ∈ T(HE) (2.3)

is said to be complementary to the channel Φ (see [1], Ch. 6, § 6 and [8]). The
complementary channel is defined uniquely: if Φ̂′ : T(HA) → T(HE′) is a channel
defined by formula (2.3) via the Stinespring isometry V ′ : HA → HB ⊗HE′ , then
the channels Φ̂ and Φ̂′ are isometrically equivalent in the sense of the following
definition (see the Appendix in [8]).

Definition 2. The channels Φ: T(HA) → T(HB) and Φ′ : T(HA) → T(H ′
B) are

called isometrically equivalent if there exists a partial isometry W : HB → HB′

such that

Φ′(ρ) = WΦ(ρ)W ∗, Φ(ρ) = W ∗Φ′(ρ)W, ρ ∈ T(HA). (2.4)

The notion of isometrical equivalence is very close to the notion of unitary equiv-
alence (see the remark after Definition 2 in [9]).

We will use the following natural definition.

Definition 3. The restriction of a channel Φ: T(HA) → T(HB) to the subspace
T(H0), where H0 is a nontrivial subspace of HA, is called the subchannel of Φ
corresponding to the subspace H0.

It follows from the definition that the channel complementary to the subchannel
of Φ corresponding to the subspace H0 coincides with the subchannel of the com-
plementary channel Φ̂, corresponding to the subspace H0, i.e., Ψ̂ = Φ̂|T(H0), where
Ψ = Φ|T(H0).

The following class of quantum channels plays an essential role in this paper (see
[1], [4]).

Definition 4. A quantum channel Φ: T(HA) → T(HB) is called a classical-
quantum channel of discrete type (briefly, discrete c-q channel) if it has the repre-
sentation

Φ(ρ) =
dim HA∑

i=1

⟨ϕi|ρϕi⟩σi, ρ ∈ T(HA), (2.5)

in which {|ϕi⟩} is an orthonormal basis in HA and {σi} is a set of states from
S(HB).
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Note that there exist classical-quantum nondiscrete channels (see the Appendix
in [10]).

A channel (2.5) such that σi = σ for all i has the representation Φ(ρ) = [Tr ρ]σ
and is called completely depolarizing (see [1], [4]). We will use the following simple
lemma.

Lemma 1. A channel Φ: T(HA) → T(HB) is completely depolarizing if and only
if Φ(|ϕ⟩⟨ψ|) = 0 for any orthogonal vectors ϕ,ψ ∈ HA .

For an arbitrary channel Φ and any ensemble {πi, ρi} of its input states, the
χ-quantity of the ensemble {πi,Φ(ρi)} will be denoted by χΦ({πi, ρi}).

The constrained Holevo capacity of a channel Φ: T(HA) → T(HB) at a state
ρ ∈ S(HA) is defined as follows:3

C(Φ, ρ) = sup∑
i πiρi=ρ

χΦ({πi, ρi}), (2.6)

where the supremum is over all finite or countable ensembles {πi, ρi} with the
average state ρ (see [1], [11]). If H(Φ(ρ)) < +∞, then

C(Φ, ρ) = H(Φ(ρ))− ĤΦ(ρ), (2.7)

where ĤΦ(ρ) = inf∑
i πiρi=ρ

∑
i πiH(Φ(ρi)) is the σ-convex hull of the concave

function ρ 7→ H(Φ(ρ)). Note that the supremum in (2.6) and the infimum in (2.7)
can be taken over ensembles of pure states (due to the convexity and concavity of
the corresponding functions).

By monotonicity of the quantum relative entropy,

χΦ({πi, ρi}) 6 χ({πi, ρi}) 6 H(ρ) (2.8)

for any ensemble {πi, ρi} with the average state ρ. Hence for an arbitrary quantum
channel Φ and any state ρ the following inequality holds

C(Φ, ρ) 6 H(ρ). (2.9)

The quantum mutual information of a finite-dimensional channel Φ: T(HA) →
T(HB) at a state ρ ∈ S(HA) is defined by the expression

I(Φ, ρ) = H(ρ) +H(Φ(ρ))−H(Φ, ρ), (2.10)

where H(Φ, ρ) is the entropy exchange of Φ at ρ (see [1], [3], [4]).
Using the notion of a complementary channel, this expression can be rewritten

as follows:
I(Φ, ρ) = H(ρ) +H(Φ(ρ))−H(Φ̂(ρ)) (2.11)

(since it is easy to check that H(Φ̂(ρ)) = H(Φ, ρ); see [1], Ch. 7]).
To avoid the uncertainty ∞ − ∞ in (2.10) and in (2.11) it is reasonable in

the infinite-dimensional case to define the quantum mutual information by the
expression

I(Φ, ρ) = H
(
Φ⊗ IdHR

(ρ̂)∥Φ⊗ IdHR
(ρ⊗ ϱ)

)
,

3In [5], [11] the constrained Holevo capacity ρ 7→ C(Φ, ρ) is denoted by χΦ(ρ) and called the
χ-function of the channel Φ.
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where HR is a Hilbert space isomorphic to HA, ρ̂ is a purification4 of the state ρ
in HA ⊗HR, and ϱ = TrHA

ρ̂ is a state in S(HR) isomorphic to ρ (see [1], [10]).
We will use the following important expression

I(Φ, ρ) = H(ρ) + C(Φ, ρ)− C(Φ̂, ρ), (2.12)

valid for an arbitrary quantum channel Φ and any state ρ with finite entropy (the
condition H(ρ) < +∞ guarantees the finiteness of all terms in (2.12) by inequality
(2.9)). If H(Φ(ρ)) < +∞ and H(Φ̂(ρ)) < +∞, then this expression is easily derived
by using (2.7) and noting that ĤΦ ≡ ĤΦ̂ (this follows from the coincidence of the
functions ρ 7→ H(Φ(ρ)) and ρ 7→ H(Φ̂(ρ)) on the set of pure states; see [8]). In the
general case, expression (2.12) is proved by using Proposition 4 in [10].

The constrained Holevo capacity and the quantum mutual information of an
arbitrary channel Φ at a state ρ are related by the inequality

C(Φ, ρ) 6 I(Φ, ρ). (2.13)

If H(ρ) < +∞, then this inequality follows directly from (2.9) and (2.12). For
an arbitrary state ρ it can be proved by using the sequence of finite-rank states
ρn = [TrPnρ]−1Pnρ, where Pn is the spectral projector of ρ corresponding to its
n maximal eigenvalues. The concavity and lower semicontinuity of the functions
ρ 7→ C(Φ, ρ) and ρ 7→ I(Φ, ρ) imply

lim
n→+∞

C(Φ, ρn) = C(Φ, ρ) 6 +∞, lim
n→+∞

I(Φ, ρn) = I(Φ, ρ) 6 +∞. (2.14)

Hence inequality (2.13) for ρ follows from the validity of this inequality for each
state of the sequence {ρn}.

Expression (2.12) shows that inequalities (2.9) and (2.13) are, roughly speaking,
mutually complementary under the condition H(ρ) < +∞, in particular

{C(Φ, ρ) = I(Φ, ρ)} ⇐⇒ {C(Φ̂, ρ) = H(ρ)}, (2.15)

and hence one can obtain conditions for equality in (2.9) by studying conditions for
equality in (2.13) and vice versa.

The following result (proved by using (2.15)) is essential for the present paper.

Lemma 2. Let Φ: T(HA) → T(HB) and Ψ: T(HB) → T(HC) be quantum chan-
nels and ρ be a state in S(HA) such that H(ρ) < +∞. Then

C(Φ, ρ) = I(Φ, ρ) =⇒ C(Ψ ◦ Φ, ρ) = I(Ψ ◦ Φ, ρ).

Proof. In the proof of Lemma 17 in [12] the existence of a channel Θ such that
Φ̂ = Θ ◦ Ψ̂ ◦ Φ was shown.5 Thus, the chain rule for the Holevo capacity and (2.9)
imply that

C(Φ̂, ρ) = H(ρ) =⇒ C(Ψ̂ ◦ Φ, ρ) = H(ρ).

By (2.15), this implication is equivalent to the assertion of the lemma.
4This means that ρ̂ is a pure state in S(HA ⊗HR) such that TrHR

ρ̂ = ρ.
5This can also be proved using the representation of a complementary channel via the Kraus

operators of the initial channel (see [8], formula (11)).
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We will study the case of equality in (2.9) by using the notion of the reversibility6

of a quantum channel with respect to a family of input states (see [13], [14]).

Definition 5. A quantum channel Φ: T(HA) → T(HB) is reversible with respect
to a family S ⊆ S(HA) if there exists a quantum channel Ψ: T(HB) → T(HA)
such that ρ = Ψ ◦ Φ(ρ) for all ρ ∈ S.

Note that a quantum channel is reversible with respect to the family of all input
states if and only if this channel is noiseless (see [1], Ch. 9).

Definition 6. A quantum channel Φ is called noiseless if it is unitary equivalent
to the channel ρ 7→ ρ⊗ σ, where σ is a given state.

A general criterion for the reversibility of a quantum channel with respect to
families of input states was obtained in [13]. It gives the following criterion for
equality in the first inequality in (2.8).

Theorem 1. Let S = {ρi} be a family of states in S(HA) and {πi} be a non-
degenerate probability distribution such that χ({πi, ρi}) < +∞. A quantum channel
Φ: T(HA) → T(HB) is reversible with respect to the family S if and only if

χΦ({πi, ρi}) = χ({πi, ρi}). (2.16)

Remark 1. The nontrivial part of Theorem 1 is the assertion that (2.16) implies the
reversibility of Φ. The converse implication is immediately deduced from the first
inequality in (2.8) and Definition 5.

By this implication, (2.6) and the second formula in (2.1) show that the reversibil-
ity of Φ with respect to some family {ρi} of pure states implies that C(Φ, ρ) = H(ρ),
where ρ =

∑
i πiρi, for any probability distribution {πi}. We will prove the strong

converse of this assertion below: if C(Φ, ρ) = H(ρ) for a mixed state ρ, then Φ
is reversible with respect to the family of orthogonal pure states corresponding to
a particular basis of eigenvectors of ρ (see the proof of Theorem 3).

Necessary and sufficient conditions for the reversibility of a quantum channel
with respect to complete families of pure states were obtained in [9], where the
following natural definition was used.

Definition 7. A family {|ϕλ⟩⟨ϕλ|}λ∈Λ of pure states in S(H ) is called orthogon-
ally-indecomposable if there is no subspace H0 ⊂ H such that some vectors of the
family {|ϕλ⟩}λ∈Λ lie in H0, while all the others are in H ⊥

0 .

It is easy to show that an arbitrary family S of pure states in S(H ) is repre-
sented as S =

⋃
k Sk, where {Sk} is a finite or countable set of orthogonally-

indecomposable subfamilies of S such that ρ ⊥ σ for all ρ ∈ Sk, σ ∈ Sl, k ̸= l (see
[9], Lemma 4.3). This decomposition is unique (up to permutation of subfamilies).

By using the notion of a subchannel (Definition 3) and the remark after this
definition, one can deduce from [9] (Proposition 1 and Theorem 4) the following
two statements.

6In [13] this property is called the sufficiency of the channel Φ with respect to a family S.
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Theorem 2. Let Φ: T(HA) → T(HB) be a quantum channel and S = {|ϕi⟩⟨ϕi|}
be a family of pure states in S(HA).

A) If S consists of orthogonal states, then Φ is reversible with respect to S if
and only if

Φ̂(ρ) =
dim HS∑

i=1

⟨ϕi|ρϕi⟩σi ∀ ρ ∈ T(HS),

where HS is a subspace of HA generated by the family {|ϕi⟩} and {σi} is a collection
of states in S(HE).

B) Let S =
⋃

k Sk be a decomposition of S into orthogonally-indecomposable
subfamilies and Pk be the projector on the subspace generated by all the states
in Sk . If Φ is reversible with respect to S, then it is reversible with respect to the
family

Ŝ =
{
ρ ∈ S(HA)

∣∣∣ ρ =
∑

k

PkρPk

}
.

Theorem 2 shows in particular that the reversibility of a quantum channel with
respect to at least one family of pure states is equivalent to the existence of at least
one discrete c-q subchannel of the complementary channel. A simple criterion for
the last property is given by the following lemma.

Lemma 3. A channel Φ: T(HA) → T(HB) has a discrete c-q subchannel if and
only if there exists an orthogonal family {|ϕi⟩} of unit vectors in HA such that
Φ(|ϕi⟩⟨ϕj |) = 0 for all i ̸= j . In this case the subchannel Φ|T(H0) has representation
(2.5) with H0 = lin{|ϕi⟩} instead of HA .

To prove this lemma it suffices to note that ρ =
∑

i,j⟨ϕi|ρϕj⟩|ϕi⟩⟨ϕj | for all ρ in
T(H0).

§ 3. The main results

Using Theorem 1 and equivalence relation (2.15) it was shown in [5] that

C(Φ, ρ) = I(Φ, ρ) =⇒ Φ|T(Hρ) is a discrete c-q channel

for a finite-dimensional channel Φ, where Hρ is the support of the state ρ. Theo-
rem 2 makes it possible to strengthen this result by showing that Φ|T(Hρ) is a dis-
crete c-q channel determined by a particular basis of eigenvectors of ρ.7 This gives
the following criterion for the equality C(Φ, ρ) = I(Φ, ρ).

Theorem 3. Let Φ: T(HA) → T(HB) be a quantum channel and Π(Φ) be the set
of all orthogonal families {|ϕi⟩} of unit vectors in HA such that Φ(|ϕi⟩⟨ϕj |) = 0
for all i ̸= j .

A) Let ρ be a mixed state in S(HA) such that H(ρ) < +∞. The following
statements are equivalent:

(i) C(Φ, ρ) = I(Φ, ρ);

7Here and in what follows we assume that ρ is a mixed state (since C(Φ, ρ) = I(Φ, ρ) = 0 for
any pure state ρ). Speaking about a basis of eigenvectors of a state ρ, we keep in mind a basis in
the support Hρ of this state.
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(ii) Π(Φ) contains at least one basis of eigenvectors of ρ;
(iii) Φ(ϱ) =

∑
i⟨ϕi|ϱϕi⟩σi for any ϱ ∈ T(Hρ), where Hρ = supp ρ, {|ϕi⟩} is

a particular orthonormal basis of eigenvectors of ρ and {σi} is a collection
of states in S(HB).

For a state ρ with H(ρ) = +∞, these statements are related as follows: (iii) ⇐⇒
(ii) =⇒ (i) (with possible values +∞ in both parts of the equality in (i)).

B) The set S=
Φ of all mixed states ρ in S(HA) with finite entropy, for which (i)

holds, can be represented as follows

S=
Φ =

⋃
{|ϕi⟩}∈Π(Φ)

{
ρ =

∑
i

πi|ϕi⟩⟨ϕi|
∣∣∣ {πi} ∈ Pf

}
, (3.1)

where Pf is the set of all probability distributions with finite Shannon entropy.

Remark 2. Statement (i) in Theorem 3 does not imply that Π(Φ) contains any
orthonormal basis of eigenvectors of ρ. To show this, consider the channel

Φ(ρ) = ⟨ϕ|ρϕ⟩|ϕ⟩⟨ϕ|+ ⟨ψ|ρψ⟩|ψ⟩⟨ψ|

from T(H2) into itself, where {|ϕ⟩, |ψ⟩} is an orthonormal basis in H2. It is easy to
see that Φ̂ = Φ and hence C(Φ, ρc) = I(Φ, ρc) = H(ρc) = log 2, where ρc = 1

2IH2 .
The set Π(Φ) contains only one basis of eigenvectors of the state ρc, the basis
{|ϕ⟩, |ψ⟩}.

Remark 3. By Theorem 3, S=
Φ is completely determined by the set ker Φ (since this

set determines Π(Φ)). Examples of channels Φ for which Π(Φ) contains infinitely
many different incomplete families of vectors are considered in § 4 (where a complete
description is given of Π(Φ) for Bosonic Gaussian channels).

Remark 4. Although the condition H(ρ) < +∞ is essentially used in the proof
of the implication (i) =⇒ (ii), (iii) in Theorem 3 (since it is based on relation
(2.15)), it seems technical. The question about the validity of this implication and
of Corollary 1 below for states with infinite entropy remains open.

Proof of Theorem 3. A) Lemma 3 shows directly that (ii) ⇐⇒ (iii).

(iii) =⇒ (i). Note that the channels Φ and ̂̂Φ are isometrically equivalent (see
Definition 2 and the remark before). So, (iii) holds for Φ if and only if (iii) holds

for ̂̂Φ (with the same basis {|ϕi⟩}).
By this remark and part A) of Theorem 2, (iii) implies the reversibility of the

channel Φ̂ with respect to the family {|ϕi⟩⟨ϕi|}. By Remark 1, this reversibility
shows that C(Φ̂, ρ) = H(ρ). So, if H(ρ) < +∞, then (i) follows from (2.15).

If H(ρ) = +∞, then the above reversibility shows that C(Φ̂, ρn) = H(ρn) and
hence C(Φ, ρn) = I(Φ, ρn), where ρn = [TrPnρ]−1Pnρ, Pn =

∑n
i=1 |ϕi⟩⟨ϕi|. It

follows from (2.14) that C(Φ, ρ) = I(Φ, ρ) 6 +∞.
(i) =⇒ (iii). Here we will prove this implication, assuming that Φ is a finite-

dimensional channel (dim HA,dim HB < +∞). This assumption makes it possible
to show the basis idea of the proof without technical difficulties which inevitably
appear in the analysis of infinite-dimensional channels. The general proof of this
implication is presented in § 6.1.
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If Φ is a finite-dimensional channel, then Φ̂ is also finite-dimensional (see [8])
and hence for any state ρ ∈ S(HA) the supremum in the expression for C(Φ̂, ρ)
(expression (2.6) with Φ replaced by Φ̂) is attained in some finite ensemble {πi, ρi}
of pure states, that is,

C(Φ̂, ρ) = χΦ̂({πi, ρi}),
∑

i

πiρi = ρ

(the existence of such an ensemble is proved by the arguments in [15]).
If (i) holds, then (2.15) implies C(Φ̂, ρ) = H(ρ). Since H(ρ) = χ({πi, ρi}) by the

second formula in (2.1), this means that

χΦ̂({πi, ρi}) = χ({πi, ρi}).

By Theorem 1, this is equivalent to the reversibility of Φ̂ with respect to the fam-
ily S = {ρi}. Let S =

⋃
k Sk be the decomposition of S into orthogonally-

indecomposable subfamilies (see the paragraph before Theorem 2). Denote by
Ik the set of all i such that ρi ∈ Sk. Let {|ϕi

k⟩}i be an orthonormal basis of
eigenvectors of the positive operator ρk =

∑
i∈Ik

πiρi. Since ρ =
∑

k ρk and
supp ρk ⊥ supp ρl for all k ̸= l, {|ϕi

k⟩}ik is an orthonormal basis of eigenvectors
of ρ.

By part B) of Theorem 2, the reversibility of Φ̂ with respect to S implies the
reversibility of this channel with respect to the orthogonal family {|ϕi

k⟩⟨ϕi
k|}ik (con-

tained in the family Ŝ). Part A) of Theorem 2 implies the validity of (iii) with the

basis {|ϕi
k⟩}ik for the channel ̂̂Φ and hence for Φ (by the remark at the begin of the

proof of the implication (iii)=⇒ (i)).
B) Representation (3.1) follows directly from part A) of the theorem.

Theorem 3 gives sufficient conditions for strict inequality in (2.13).

Corollary 1. Let Φ: T(HA) → T(HB) be a quantum channel.
A) If Φ is not a discrete c-q channel, then C(Φ, ρ) < I(Φ, ρ) for any nondegen-

erate state ρ in S(HA) with finite entropy.
B) If the set ker Φ does not contain 1-rank operators, then C(Φ, ρ) < I(Φ, ρ) for

all mixed states ρ in S(HA) with finite entropy.

Examples of channels for which the condition of part B) of Corollary 1 holds are
considered in § 4 (Proposition 1 and Example 1).

The following result is obtained in the proof of the implication (i) =⇒ (iii) of
Theorem 3 (its generalized version is presented in § 6.1).

Corollary 2. Let Φ be a channel that is reversible with respect to the family {ρi}
of pure states and {πi} be an arbitrary probability distribution. Then Φ is reversible
with respect to the family of orthogonal pure states corresponding to a particular
basis of eigenvectors of the state ρ .=

∑
i πiρi .

Now we consider a criterion for global equality in (2.13) and prove the strength-
ened version of the conjecture mentioned in [5].

Corollary 3. If C(Φ, ρ) = I(Φ, ρ) for any state ρ of rank 2, then Φ is a completely
depolarizing channel and hence C(Φ, ρ) = I(Φ, ρ) = 0 for any state ρ.
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Proof. By Lemma 1, it suffices to show that Φ(|ϕ⟩⟨ψ|) = 0 for any orthogonal unit
vectors ϕ,ψ ∈ HA.

Let ρ = 0.3|ϕ⟩⟨ϕ| + 0.7|ψ⟩⟨ψ| be a state in S(HA) of rank 2. By assumption,
C(Φ, ρ) = I(Φ, ρ), and Theorem 3 implies that Φ(|ϕ⟩⟨ψ|) = 0, since {|ϕ⟩, |ψ⟩} is
the only basis of eigenvectors of ρ.

Remark 5. Corollary 3 shows that for any nontrivial channel Φ the concave nonzero
functions ρ 7→ C(Φ, ρ) and ρ 7→ I(Φ, ρ) (equal to zero on the set of 1-rank states)
are always separated by a particular 2-rank state.

It was shown in [5] that for a finite-dimensional channel Φ: T(HA) → T(HB)
the following relation holds

D(Φ) .= max
ρ∈S(HA)

[
I(Φ, ρ)− C(Φ, ρ)

]
= sup

H,h

[
Cea(Φ, H, h)− C(Φ, H, h)

]
,

where Cea(Φ, H, h) and C(Φ, H, h) are, respectively, the classical entanglement-
assisted capacity and the Holevo capacity of Φ with the linear constraint determined
by the inequality TrHρ 6 h, and the supremum is taken over all pairs (positive
operator H, positive number h). Corollary 3 shows that D(Φ) > 0 if Φ is not
completely depolarizing. This completes the proof (started in [5]) of the following
list of properties of the parameter D(Φ) (showing that it can be considered as one
of the characteristics of Φ describing its ‘level of noise’):

• D(Ψ ◦ Φ) 6 D(Φ) for any channel Ψ: T(HB) → T(HC);
• D(Φ) ∈ [0, log dimHA];
• D(Φ) = log dim HA if and only if Φ is a noiseless channel (see Definition 6);
• D(Φ) = 0 if and only if Φ is a completely depolarizing channel.

§ 4. Condition for equality for Bosonic Gaussian channels

Now we use Theorem 3 for the analysis of Bosonic Gaussian channels, the impor-
tant role of which in quantum information theory is justified by their physical
applications (for example, in quantum optics); see [1], [16], [17].

Let HX (X = A,B, . . . ) be a space of irreducible representations of the Canon-
ical Commutation Relations (CCR)

WX(z)WX(z′) = exp
[
− i

2
∆X(z, z′)

]
WX(z′ + z), (4.1)

where (ZX ,∆X) is a symplectic space and WX(z) are Weyl operators (see [1],
Ch. 11). Denote by sX the number of modes of the system X, i.e., 2sX = dimZX .

A Bosonic Gaussian channel Φ: T(HA) → T(HB) is defined via the action of its
dual map Φ∗ : B(HB) → B(HA) on the Weyl operators:

Φ∗(WB(z)) = WA(Kz) exp
[
ilz − 1

2
z⊤αz

]
, z ∈ ZB , (4.2)

where K is a linear operator ZB → ZA, l is a 2sB-dimensional real row and α is
a (2sB × 2sB)-dimensional real symmetric matrix satisfying the inequality

α >
i
2
[∆B −K⊤∆AK]. (4.3)
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By means of unitary displacement operators, any Gaussian channel can be trans-
formed into the Gaussian channel with l = 0 and the same matrices K and α (this
was shown in [17]). Such a channel is called centred and will be denoted by ΦK,α.
Therefore, in the study of relations between constrained Holevo capacity and quan-
tum mutual information we may (and will) assume that all Gaussian channels are
centred.

In [10], Proposition 5, it was shown that ΦK,α is a discrete c-q channel if and
only if K = 0 (that is, if and only if ΦK,α is a completely depolarizing channel).
This means, by Lemma 3, that for any nontrivial Gaussian channel ΦK,α, K ̸= 0,
the set Π(ΦK,α) (introduced in Theorem 3) does not contain a complete family of
vectors in HA.

Lemma 3 and the following Lemma 4 show that ΦK,α has discrete c-q subchannels
if and only if RanK ̸= ZA (that is, if and only if rankK < dimZA).

Lemma 4. The set Π(ΦK,α) is nonempty if and only if RanK ̸= ZA , and consists
of all orthonormal families {|ϕi⟩} ⊂ HA such that

⟨ϕi|WA(Kz)ϕj⟩ = 0 ∀ z ∈ ZB , ∀ i ̸= j. (4.4)

Proof. Since the family {WB(z)}z∈ZB
generates the algebra B(HB), the equality

ΦK,α(|ϕi⟩⟨ϕj |) = 0 is equivalent to condition (4.4).
If RanK = ZA, then the family {WA(Kz)}z∈ZB

of Weyl operators in HA is
irreducible. So condition (4.4) cannot be valid.

If RanK ̸= ZA, then the commutant of the family {WA(Kz)}z∈ZB
contains the

Weyl operators WA(z), z ∈ [RanK]⊥. Hence there exists a nontrivial subspace
in HA, invariant with respect to this family.8 This guarantees the existence of at
least two orthogonal unit vectors satisfying (4.4).

Let ΦK,α be a nontrivial Gaussian channel (K ̸= 0). By Lemma 4 and the remark
before it, Theorem 3 shows that the strict inequality C(ΦK,α, ρ) < I(ΦK,α, ρ) is
valid for any nondegenerate state ρ with finite entropy, while mixed degenerate
states, for which we have equality in this inequality, exist if and only if RanK ̸= ZA.
This condition holds in the following cases:9

A) [RanK]⊥ is a nontrivial isotropic subspace in ZA;
B) [RanK]⊥ contains a nontrivial symplectic subspace.
The proof of Proposition 1 below shows that the Gaussian channel ΦK,α corres-

ponding to case B) is characterized by the existence of completely depolarizing sub-
channels and that any such channel can be represented as a partial trace over some
input modes followed by a Gaussian channel which either corresponds to case A) or
satisfies the condition RanK = ZA. Therefore, we will focus attention on case A)
and will find all mixed states ρ with finite entropy such that C(ΦK,α, ρ) = I(ΦK,α, ρ)
by describing the set Π(ΦK,α) in the Schrödinger representation.

By Lemma 8 in § 6.3, in case A) there exists a symplectic basis {ẽk, h̃k} in ZA

such that {ẽ1, . . . , ẽsA
, h̃d+1, . . . , h̃sA

} is a basis in RanK, d 6 sA. Let Z0
B be

8[Ran K]⊥ is the skew-orthogonal complement to Ran K ⊆ ZA (see § 6.3). We will always use
this sense of the symbol ⊥ when dealing with a subspace of a symplectic space.

9The definitions of isotropic and symplectic subspaces of a symplectic space can be found in
§ 6.3.
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a subspace of ZB with the basis {ze
1, . . . , z

e
sA
, zh

d+1, . . . , z
h
sA
} such that ẽk = Kze

k for
all k = 1, . . . , sA and h̃k = Kzh

k for all k = d+ 1, . . . , sA. For any vector z ∈ Z0
B

represented in the form

z =
sA∑

k=1

xkz
e
k +

sA∑
k=d+1

ykz
h
k , (x1, . . . , xsA

) ∈ RsA , (yd+1, . . . , ysA
) ∈ RsA−d,

it follows from (4.1) that

WA(Kz) = WA

( sA∑
k=1

xkẽk +
sA∑

k=d+1

ykh̃k

)
= λWA(x1ẽ1) · · ·WA(xsA

ẽsA
) ·WA(yd+1h̃d+1) · · ·WA(ysA

h̃sA
),

where λ = ei[xd+1yd+1+···+xsA
ysA ] ̸= 0.

By identifying HA with the space L2(RsA) of complex-valued functions of sA

variables (denoted by ξ1, . . . , ξsA
) and the Weyl operators WA(ẽk) and WA(h̃k) with

the operators

ψ(ξ1, . . . , ξsA
) 7→ eiξkψ(ξ1, . . . , ξsA

), ψ(ξ1, . . . , ξsA
) 7→ ψ(ξ1, . . . , ξk+1, . . . , ξsA

),

the equality in (4.4) for the vector z can be written as follows∫
· · ·

∫
ϕi(ξ1, . . . , ξsA

)(Syd+1,...,ysA
ϕj)(ξ1, . . . , ξsA

)

× ei(x1ξ1+···+xsA
ξsA

) dξ1 · · · dξsA
= 0,

where (Syd+1,...,ysA
ϕj)(ξ1, . . . , ξsA

) = ϕj(ξ1, . . . , ξd, ξd+1 + yd+1, . . . , ξsA
+ ysA

).
This equality holds for all (x1, . . . , xsA

) ∈ RsA and (yd+1, . . . , ysA
) ∈ RsA−d (that

is, for all z ∈ Z0
B) if and only if

ϕi(ξ1, . . . , ξsA
)(Syd+1,...,ysA

ϕj)(ξ1, . . . , ξsA
) = 0

for almost all (ξ1, . . . , ξsA
) ∈ RsA and all (yd+1, . . . , ysA

) ∈ RsA−d. Since RanK =
K(Z0

B), this means that condition (4.4) holds if and only if

ϕi · Syd+1,...,ysA
ϕj = 0 (in L2(RsA)) ∀ (yd+1, . . . , ysA

) ∈ RsA−d, ∀ i ̸= j, (4.5)

where Syd+1,...,ysA
is the shift operator in L2(RsA) along the last sA−d coordinates:

(Syd+1,...,ysA
ψ)(ξ1, . . . , ξsA

) = ψ(ξ1, . . . , ξd, ξd+1 + yd+1, . . . , ξsA
+ ysA

).

Condition (4.5) means, roughly speaking, that all shifts in RsA of the supports of
all functions of the family {ϕi} along the last sA − d coordinates do not intersect
each other.

Remark 6. Condition (4.5) is completely determined by the subspace RanK. We
will say that a family of functions {ϕi} satisfies condition (4.5) for a certain subspace
Z0 ⊆ ZA (such that the subspace [Z0]⊥ is isotropic), if it satisfies the analogue of
condition (4.5) constructed by using Z0 instead of RanK.
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Thus, in the Schrödinger representation, Π(ΦK,α) consists of all orthogonal fami-
lies {ϕi} of functions in L2(RsA) with unit norm satisfying (4.5). So, by Theorem 3,
the equality C(ΦK,α, ρ) = I(ΦK,α, ρ) holds for a mixed state ρ with finite entropy
if and only if ρ has a basis of eigenvectors {|ϕi⟩} which (in the Schrödinger repre-
sentation) satisfies condition (4.5). Theorem 3 also shows that this equality holds
for any mixed state ρ with infinite entropy having such a basis.

In the analysis of Bosonic systems, a special role is played by Gaussian states,
states ρ whose characteristic function φρ(z) = TrW (z)ρ has Gaussian form:

φρ(z) = exp
[
iaz − 1

2
z⊤σρz

]
,

where a is a 2s-dimensional real row (2s = dimZ) and σρ is a (2s×2s)-dimensional
real symmetric matrix satisfying the inequality σρ > i

2∆. The row a consists of the
mean values of the canonical observables in ρ, while σρ is the covariance matrix of
this state (see [1], [16], [17]). The spectral decomposition of a mixed Gaussian state
in the Schrödinger representation (described in [1], Ch. 11) shows that its basis of
eigenvectors cannot satisfy condition (4.5). Note also that any Gaussian state has
finite entropy.

By these remarks, the above arguments imply parts A)–C) of the following propo-
sition.

Proposition 1. Let Sf be a subset of S(HA) consisting of all states with finite
entropy.

A) If K ̸= 0 (that is, the channel ΦK,α is not completely depolarizing), then

C(ΦK,α, ρ) < I(ΦK,α, ρ) (4.6)

for all nondegenerate states ρ ∈ Sf , in particular, for all nondegenerate Gaussian
states ρ.

B) If RanK = ZA , then (4.6) holds for all mixed states ρ ∈ Sf , in particular,
for all mixed Gaussian states ρ.

C) If [RanK]⊥ is a nontrivial isotropic subspace of ZA , then:
• inequality (4.6) holds for all mixed states ρ ∈ Sf which have no basis of

eigenvectors satisfying condition (4.5), in particular, for all mixed Gaussian
states ρ;

• C(ΦK,α, ρ) = I(ΦK,α, ρ) for all mixed states ρ ∈ S(HA) which have a basis
of eigenvectors satisfying condition (4.5).

D) If [RanK]⊥ contains a nontrivial symplectic subspace, then there exist degen-
erate mixed Gaussian states ρ such that C(ΦK,α, ρ) = I(ΦK,α, ρ) = 0.

Proof. It remains to prove statement D).
If there exists a nontrivial symplectic subspace ZA0 of [RanK]⊥, then ZA =

ZA0 ⊕ ZA∗ , where ZA∗ = [ZA0 ]
⊥ is a symplectic subspace of ZA (by Lemma 6 in

§ 6.3) and hence HA = HA0 ⊗HA∗ . By using the concatenation rules for Gaussian
channels (see [1], Ch. 11), it is easy to show that ΦK,α = ΦK′,α ◦Ψ, where Ψ is the
partial trace in T(HA) over HA0 and ΦK′,α is a Gaussian channel from T(HA∗) into
T(HB) determined by the ‘output restriction’ K ′ of K and by the same matrix α.
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So, for any pure Gaussian state ρ∗ = |ψ∗⟩⟨ψ∗| in S(HA∗), the subchannel of ΦK,α

corresponding to the subspace HA0 ⊗ {λ|ψ∗⟩} is completely depolarizing. Hence

C(ΦK,α, ρ0 ⊗ ρ∗) = I(ΦK,α, ρ0 ⊗ ρ∗) = 0

for all Gaussian states ρ0 in S(HA0).

Example 1. The simplest Gaussian channels are one-mode channels (sA = sB = 1).
In accordance with Holevo’s classification there exist (up to natural isomorphism)
the following six types of such channels:

A1[N ], A2[N ], B1, B2[N ], C[k,N ] (k > 0, k ̸= 1), D[k,N ] (k > 0)

(the parameter N determines the level of noise; for details, see [1], Ch. 11).
For all one-mode Gaussian channels, apart from those of types A1 and A2, the

matrix K is nondegenerate. Hence, by Proposition 1, for all these channels, a strict
inequality holds in (4.6) for all mixed states with finite entropy.

Channels of type A1 are completely depolarizing channels. So, channels of type
A2 are the only nontrivial one-mode Gaussian channels for which an equality in (4.6)
can be valid for mixed states.

One-mode Gaussian channels of type A2 are nondiscrete classical-quantum chan-
nels. The canonical representative ΦK,α of this type is determined by the parameters

K =
[
1 0
0 0

]
, α =

N +
1
2

0

0 N +
1
2

 , N > 0.

This channel satisfies the condition of part C) of Proposition 1. In this case, the
basis {ẽk, h̃k} introduced in deriving (4.5) consists of the vectors ẽ1 = [1, 0]⊤, h̃1 =
[0, 1]⊤ and RanK = {λẽ1}. Thus, in the corresponding Schrödinger representation
(in which HA = HB = L2(R)), condition (4.5) is written as follows:

ϕi(ξ)ϕj(ξ) = 0 almost everywhere in R for all i ̸= j. (4.7)

By part C) of Proposition 1, C(ΦK,α, ρ) = I(ΦK,α, ρ) for all states in

⋃
{ϕi}∈Π(ΦK,α)

{
ρ =

∑
i

πi|ϕi⟩⟨ϕi|
∣∣∣ {πi} is a probability distribution

}
, (4.8)

where Π(ΦK,α) is the set of all families {ϕi(ξ)} of functions in L2(R) with unit
norm satisfying (4.7). An example of such a family can be constructed by taking
a decomposition {Di} of R into disjoint measurable subsets and by choosing for
each i a function ϕi(ξ) with unit norm vanishing in R \Di.

Proposition 1 also shows that C(ΦK,α, ρ) < I(ΦK,α, ρ) for all states ρ with finite
entropy not lying in the set (4.8), in particular, for all mixed Gaussian states ρ.
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§ 5. On equality in the complementary inequality

In § 3 and § 4 we focused attention on equality in (2.13), which is more important
for applications, and used its connection with equality in (2.9) in the proofs of
the main results (since the last equality is related to the reversibility property of
a channel). In this section we reformulate these results as conditions for equality
in (2.9) by using relation (2.15).

Theorem 3 can be reformulated as follows.

Theorem 4. Let Φ: T(HA) → T(HB) be a quantum channel and Π̂(Φ) be the set
of all orthogonal families {|ϕi⟩} of unit vectors in HA such that supp Φ(|ϕi⟩⟨ϕi|) ⊥
supp Φ(|ϕj⟩⟨ϕj |) for all i ̸= j .

A) Let ρ be a mixed state in S(HA) such that H(ρ) < +∞. The following
statements are equivalent:

(i) C(Φ, ρ) = H(ρ);
(ii) Π̂(Φ) contains at least one basis of eigenvectors of ρ;
(iii) the subchannel Φ|T(Hρ) is isometrically equivalent (see Definition 2) to the

channel

ϱ 7→
dim Hρ∑
i,j=1

⟨ϕi|ϱϕj⟩|ϕi⟩⟨ϕj | ⊗
dim HB∑
k,l=1

⟨ψjl|ψik⟩|k⟩⟨l|

from T(Hρ) into T(Hρ ⊗ HB), where Hρ = supp ρ, {|ϕi⟩} is a particular
orthonormal basis of eigenvectors of ρ, {|ψik⟩} is a collection of vectors in
a Hilbert space such that

∑dim HB

k=1 ∥ψik∥2 = 1 for all i, and {|k⟩} is an
orthonormal basis in HB .

For a state ρ with H(ρ) = +∞, these statements are related as follows: (iii) ⇐⇒
(ii) =⇒ (i).

B) The set Ŝ=
Φ of all mixed states ρ in S(HA) with finite entropy for which (i)

holds can be represented as follows

Ŝ=
Φ =

⋃
{|ϕi⟩}∈Π̂(Φ)

{
ρ =

∑
i

πi|ϕi⟩⟨ϕi|
∣∣∣ {πi} ∈ Pf

}
,

where Pf is the set of all probability distributions with finite Shannon entropy.

Proof. By using (2.2), (2.3) and the Schmidt representation of the vectors V |ϕ⟩
and V |ψ⟩ it is easy to show that

supp Φ(|ϕ⟩⟨ϕ|) ⊥ supp Φ(|ψ⟩⟨ψ|) ⇐⇒ Φ̂(|ϕ⟩⟨ψ|) = 0

for any vectors ϕ,ψ ∈ HA, and hence Π̂(Φ) = Π(Φ̂). Thus, the standard represen-
tation of a complementary channel (formula (11) in [8]) shows that statements (ii)
and (iii) in Theorem 4 are equivalent, respectively, to statements (ii) and (iii) in
Theorem 3 for the channel Φ̂.

Since a noiseless channel (see Definition 6) is complementary to a completely
depolarizing channel and vice versa (see [8]), Corollary 3 can be reformulated as
follows.
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Corollary 4. If C(Φ, ρ) = H(ρ) for any state ρ of rank 2, then Φ is a noiseless
channel and hence C(Φ, ρ) = H(ρ) for any state ρ.

It is well known that the complementary channel to an arbitrary Gaussian chan-
nel is also Gaussian (see [1], [17]). So, one can assume that Φ̂K,α = ΦL,β , where
L is a linear operator ZE → ZA and β is a (2sE ×2sE)-dimensional real symmetric
matrix (satisfying an inequality similar to (4.3)).

It follows from Lemma 5 in § 6.2 and the remark before it that

[RanL]⊥ = K(kerα) (5.1)

and that the restriction of K to the subspace kerα is nondegenerate and symplectic,
that is, ∆A(Kz1,Kz2) = ∆B(z1, z2) for all z1, z2 in kerα. Hence

{L = 0} ⇐⇒ {ΦK,α is a noiseless channel},
{RanL = ZA} ⇐⇒ {detα ̸= 0},

{the subspace [RanL]⊥ is isotropic} ⇐⇒ {the subspace kerα is isotropic}.

By using these relations and by noting that RanL = [RanL]⊥⊥ = [K(kerα)]⊥,
Proposition 1 can be reformulated as follows.

Proposition 2. Let Sf be a subset of S(HA) consisting of all states with finite
von Neumann entropy.

A) If ΦK,α is not a noiseless channel (see Definition 6), then

C(ΦK,α, ρ) < H(ρ) (5.2)

for all nondegenerate states ρ ∈ Sf , in particular, for all nondegenerate Gaussian
states ρ.

B) If detα ̸= 0, then (5.2) holds for all mixed states ρ ∈ Sf , in particular, for
all mixed Gaussian states ρ.

C) If kerα is a nontrivial isotropic subspace of ZB , then:
• inequality (5.2) holds for all mixed states ρ ∈ Sf which have no basis of eigen-

vectors satisfying condition (4.5) determined by the subspace [K(kerα)]⊥ (see
Remark 6), in particular, for all mixed Gaussian states ρ;

• C(ΦK,α, ρ) = H(ρ) for all mixed states ρ ∈ S(HA) which have a basis of
eigenvectors satisfying (4.5) determined by the subspace [K(kerα)]⊥ .

D) If kerα contains a nontrivial symplectic subspace, then there exist mixed
Gaussian states ρ such that

C(ΦK,α, ρ) = H(ρ).

Example 2. Proposition 2 shows that for all one-mode Gaussian channels, apart
from the noiseless channel B2[0] and the channel B1 (see Example 1), we have
strict inequality in (5.2) for all mixed states with finite entropy.

The canonical one-mode Gaussian channel ΦK,α of type B1 is determined by the
parameters

K =
[
1 0
0 1

]
, α =

[
0 0

0
1
2

]
.
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In the Schrödinger representation (in which HA = HB = L2(R)), condition (4.5)
determined by the subspace [K(kerα)]⊥={[λ, 0]⊤} coincides10 with condition (4.7).

Thus, Proposition 2 shows that C(ΦK,α, ρ) = H(ρ) for all states in the set (4.8)
and that C(ΦK,α, ρ) < H(ρ) for all states ρ with finite entropy not lying in the set
(4.8), in particular, for all mixed Gaussian states ρ.

§ 6. Appendix

6.1. Proof of Theorem 3 in the infinite-dimensional case. The proof of
the implication (i) =⇒ (iii) in Theorem 3 presented in § 3 is not easily generalized
to infinite dimensions, since it is based on the existence of an ensemble {πi, ρi}
with an average state ρ such that C(Φ̂, ρ) = χΦ̂({πi, ρi}), which follows from the
compactness of the set of input states. To avoid this problem we will use the notion
of a generalized (continuous) ensemble.

Following [11], we will consider an arbitrary Borel probability measure µ on the
set S(HA) as a generalized input ensemble for the channel Φ: T(HA) → T(HB).
The χ-quantity and the output χ-quantity of this ensemble are defined, respectively,
by the expressions

χ(µ) =
∫

S(HA)

H(ρ∥ρ(µ))µ(dρ) = H(ρ(µ))−
∫

S(HA)

H(ρ)µ(dρ) (6.1)

and

χΦ(µ) =
∫

S(HA)

H(Φ(ρ)∥Φ(ρ(µ)))µ(dρ) = H(Φ(ρ(µ)))−
∫

S(HA)

H(Φ(ρ))µ(dρ),

in which
ρ(µ) .=

∫
S(HA)

ρµ(dρ)

is the barycenter of µ, and the second formulae are valid under the conditions
H(ρ(µ)) < +∞ and H(Φ(ρ(µ))) < +∞, respectively.

Denote by Pp(S(HA)) the set of all Borel probability measures on the set
extr S(HA) of all pure states in S(HA). By Corollary 1 in [11], we have

C(Φ, ρ) = sup
ρ(µ)=ρ

χΦ(µ), (6.2)

where the supremum is taken over all measures in Pp(S(HA)) with barycenter ρ.
In contrast to the finite-dimensional case, the supremum in (6.2) is not attainable

in general, but there exist sufficient conditions for its attainability, the simplest of
which is the following: H(Φ(ρ)) < +∞ (see [11], Corollary 2).

Now we can prove the implication (i) =⇒ (iii) in Theorem 3.
Assume first that H(Φ(ρ)) < +∞. By the triangle inequality (see [4]), we have

|H(Φ(ρ))−H(Φ̂(ρ))| 6 H(ρ)

10This is not surprising and follows from (5.1), since a channel of type A2 with N = 0 is
complementary to a channel of type B1 (see [1], Ch. 11).
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and hence the finiteness of H(ρ) and H(Φ(ρ)) implies the finiteness of H(Φ̂(ρ)). By
the above-mentioned Corollary 2 in [11] there exists a measure µ in Pp(S(HA))
with barycenter ρ such that

C(Φ̂, ρ) = χΦ̂(µ).

If (i) holds, then (2.15) implies C(Φ̂, ρ) = H(ρ). Since H(ρ) = χ(µ) by the second
formula in (6.1), this means that χΦ̂(µ) = χ(µ).

By Proposition 3 in [9] (a generalization of Theorem 1 to continuous ensembles),
this is equivalent to the reversibility of the channel Φ̂ with respect to some measur-
able family S of pure states such that µ(S) = 1. Let S =

⋃
k Sk be the decompo-

sition of S into orthogonally-indecomposable subfamilies (which are measurable, in
view of their mutual orthogonality and the measurability of S) and {|ϕi

k⟩}i be an

orthonormal basis of eigenvectors of the positive operator ρk =
∫

Sk

ρµ(dρ). Since

ρ =
∑

k ρk and supp ρk ⊥ supp ρl for all k ̸= l, {|ϕi
k⟩}ik is an orthonormal basis of

eigenvectors of ρ.
By part B) of Theorem 2, the reversibility of Φ̂ with respect to S implies the

reversibility of this channel with respect to the orthogonal family {|ϕi
k⟩⟨ϕi

k|}ik (con-

tained in the family Ŝ). Since Φ and ̂̂Φ are isometrically equivalent, part A) of
Theorem 2 implies (iii).

If H(Φ(ρ)) = +∞, then we choose an increasing sequence {Pn} of finite rank
projectors in HB , strongly converging to IHB

, and consider the sequence

{Φn
.= Πn ◦ Φ}

of channels from T(HA) into T(HB), where Πn(σ) = PnσPn +[Tr(IHB
−Pn)σ]τ is

a channel from T(HB) into itself and τ is a given pure state in S(HB). By Lemma 2,
it follows from (i) that

C(Φn, ρ) = I(Φn, ρ)

for each n. Since H(Φn(ρ)) < +∞, the previous part of the proof of this implication
shows the validity of (iii), and hence of (ii), for the channels Φn for each n, that is,

Φn(|ϕn
i ⟩⟨ϕn

j |) = 0 ∀ i ̸= j, ∀n, (6.3)

where {|ϕn
i ⟩} is a basis of eigenvectors of ρ (depending on n).

If ρ has no multiple eigenvalues, then it has a unique (up to a permutation and
scalar multiplication) basis of eigenvectors {|ϕi⟩} and (6.3) implies

Φ(|ϕi⟩⟨ϕj |) = lim
n→+∞

Φn(|ϕi⟩⟨ϕj |) = 0 ∀ i ̸= j,

that is, the validity of (ii) for Φ.
If ρ has multiple eigenvalues, then the required basis {|ϕi⟩} can be constructed

as follows.
For any natural m, let Hm be the direct sum of the eigensubspaces of ρ corres-

ponding to its m maximal eigenvalues. Let dm = dim Hm. We can assume that
the first dm vectors of the above basis {|ϕn

i ⟩} form a basis of Hm for each m.
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Let n1
k be a sequence of natural numbers such that there exists

lim
k→+∞

|ϕn1
k

i ⟩ = |ϕ1
i ⟩, i = 1, . . . , d1

(the existence of this sequence and of all the subsequences below follows from the
compactness of the unit ball of Hm for each m).

For given m > 1, let nm
k be a subsequence of the sequence nm−1

k such that there
exists

lim
k→+∞

|ϕnm
k

i ⟩ = |ϕm
i ⟩, i = 1, . . . , dm.

It follows from (6.3) that

Φ(|ϕm
i ⟩⟨ϕm

j |) = lim
k→+∞

Φnm
k

(|ϕnm
k

i ⟩⟨ϕnm
k

j |) = 0 (6.4)

for all i ̸= j not exceeding dm.
By construction, |ϕm

i ⟩ = |ϕm−1
i ⟩ for i = 1, . . . , dm−1. Thus we have the increas-

ing sequence
{|ϕ1

i ⟩}
d1
i=1 ⊂ {|ϕ

2
i ⟩}

d2
i=1 ⊂ · · · ⊂ {|ϕ

m
i ⟩}

dm
i=1 · · ·

of orthonormal collections of eigenvectors of ρ such that {|ϕm
i ⟩}

dm
i=1 is a basis of

Hm, for which (6.4) holds.
It is clear that the union {|ϕi⟩}+∞i=1 of all these collections is a basis of eigenvectors

of ρ such that Φ(|ϕi⟩⟨ϕj |) = 0 for all i ̸= j.
The above arguments prove the following ‘continuous’ version of Corollary 2.

Corollary 5. Let Φ: T(HA) → T(HB) be a quantum channel and µ be an arbi-
trary measure in Pp(S(HA)). If Φ is reversible with respect to µ-almost all
pure states in S(HA), then Φ is reversible with respect to the family of ortho-
gonal pure states corresponding to a particular basis of eigenvectors of the state

ρ(µ) .=
∫

S(HA)

ρµ(dρ).

6.2. On the complementary channel to a Bosonic Gaussian channel. It is
known that the complementary channel to any Gaussian channel is also Gaussian.
This fact is proved by constructing the Bosonic unitary dilation for an arbitrary
centred channel ΦK,α, that is, by finding Bosonic systems D and E such that ΦK,α

is represented as a restriction of a particular unitary evolution of the composite
Bosonic system AD (described by the symplectic space Z = ZA ⊕ZD = ZB ⊕ZE)
under the condition that D is in some pure Gaussian state ρD. This means that

Φ∗K,α(WB(z)) = TrHD
(IHA

⊗ ρD)U∗T (WB(z)⊗ IHE
)UT , z ∈ ZB , (6.5)

where UT is a unitary operator in the space HA ⊗HD
∼= HB ⊗HE corresponding

to a symplectic transformation

T =
[
K L
KD LD

]
(6.6)

of Z (here L : ZE → ZA, KD : ZB → ZD, LD : ZE → ZD are the corresponding
linear operators); see [1], [17], [18].
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If the above dilation of ΦK,α is constructed, then the complementary channel is
defined by the expression

[Φ̂K,α]∗(WE(z)) = TrHD
(IHA

⊗ ρD)U∗T (IHB
⊗WE(z))UT

= TrHD
(IHA

⊗ ρD)(WA(Lz)⊗WD(LDz))
= WA(Lz)φρD

(LDz), z ∈ ZE , (6.7)

where φρD
is the characteristic function of ρD. This expression shows that Φ̂K,α is

a Bosonic Gaussian channel ΦL,β with β = L⊤DσρD
LD, where σρD

is the covariance
matrix of ρD (see [18]).

Note that by expanding (6.5) in a similar fashion to (6.7), it is easy to show
that α = K⊤

DσρD
KD. Hence kerα = kerKD, since the covariance matrix σρD

is
nondegenerate. Thus, the following lemma shows that RanL = [K(kerα)]⊥.

Lemma 5. Let T : ZB ⊕ ZE → ZA ⊕ ZD be the symplectic transformation deter-
mined by the matrix (6.6). Then

[RanL]⊥ = K(kerKD), kerKD = ∆BK
⊤∆A([RanL]⊥),

where [RanL]⊥ is the skew-orthogonal complement to the subspace RanL ⊆ ZA .
The restrictions of the operators K and ∆BK

⊤∆A to kerKD and [RanL]⊥

(respectively) are nondegenerate and symplectic, that is, they preserve the corres-
ponding skew-symmetric forms ∆X , X = A,B .

Proof. Note that [RanL]⊥ = ker [L⊤∆A].
Since T is symplectic, we have (see [18])

∆B = K⊤∆AK +K⊤
D∆DKD,

0 = L⊤∆AK + L⊤D∆DKD,

∆E = L⊤∆AL+ L⊤D∆DLD.

(6.8)

Since T⊤ is also symplectic, we have

∆A = K∆BK
⊤ + L∆EL

⊤,

0 = KD∆BK
⊤ + LD∆EL

⊤,

∆D = KD∆BK
⊤
D + LD∆EL

⊤
D.

(6.9)

The second equations in (6.8) and in (6.9) imply the inclusions

K(kerKD) ⊆ ker [L⊤∆A], ∆BK
⊤∆A(ker [L⊤∆A]) ⊆ kerKD, (6.10)

while the first equations in (6.8) and in (6.9) show that

kerK ∩ kerKD = {0}, ker [∆BK
⊤∆A] ∩ ker [L⊤∆A] = {0}

since the matrices ∆A and ∆B are nondegenerate. Dimensional arguments imply
equalities in both inclusions in (6.10).

The last assertion of the lemma follows from the first equations in (6.8) and
in (6.9).
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6.3. Some results from the theory of symplectic spaces. Let Z be a 2s-dim-
ensional symplectic space with nondegenerate skew-symmetric form ∆ (see [1], [19],
[20]). A set of vectors {e1, . . . , es, h1, . . . , hs} is called a symplectic basis in Z if

∆(ek, el) = ∆(hk, hl) = 0 for all k, l, but ∆(ek, hl) = δkl.

For any subspace L ⊂ Z one can define its skew-orthogonal complement L⊥ =
{z ∈ Z | ∆(z, z′) = 0 ∀ z′ ∈ L}. Despite the fact that L ∩ L⊥ ̸= {0} in general, the
usual relations hold:

[L⊥]⊥ = L, dimL+ dimL⊥ = dimZ. (6.11)

A linear transformation T : Z → Z is called symplectic if ∆(Tz1, T z2) = ∆(z1, z2)
for all z1, z2 ∈ Z. A symplectic transformation transforms any symplectic basis into
a symplectic basis and, contrariwise, any two symplectic bases are related by some
symplectic transformation.

A subspace L in Z is called symplectic if ∆ is nondegenerate on L; in this case,
L has even dimension and can be regarded as a symplectic space itself. We will use
the following simple observation (see [19], [20]).

Lemma 6. If L is a symplectic subspace of Z , then L⊥ is also a symplectic subspace
of Z and Z = L+ L⊥ (that is, Z = lin(L ∪ L⊥) and L ∩ L⊥ = {0}).

A union of symplectic bases in L and in L⊥ is a symplectic basis in Z.
A subspace L of Z is called isotropic if ∆ is equal to zero in L. In this case, L

has dimension 6 s. We will use the following known result.

Lemma 7. If L is an isotropic subspace of Z , then there exists a symplectic basis
{ẽk, h̃k} in Z such that {ẽ1, . . . , ẽd} is a basis in L.

Proof. Let {ek, hk} be a symplectic basis in Z and L′ be an isotropic subspace of Z
generated by the vectors e1, . . . , ed. Since L and L′ have the same dimension, there
exists a symplectic transformation T such that L = T (L′) (see [20]). The basis
{ẽk = Tek, h̃k = Thk} has the required properties.

Now we can prove the lemma used in § 4.

Lemma 8. For any subspace L ⊂ Z , there exists a symplectic basis in Z such that
dimL of its vectors lie in L.

Proof. If L is either symplectic or isotropic, then the assertion of the lemma follows,
respectively, from Lemma 6 (with the remark after it) or Lemma 7.

If L is neither symplectic nor isotropic, then L1 = L∩L⊥ = {z ∈ L | ∆(z, z′) = 0
∀ z′ ∈ L} is a nontrivial subspace of L. Let L2 be a subspace such that L = L1+L2,
that is, L = lin (L1∪L2) and L1∩L2 = {0}. Then L2 is symplectic. Indeed, if there
exists a vector z0 ∈ L2 such that ∆(z0, z) = 0 for all z ∈ L2, then ∆(z0, z+ z′) = 0
for all z′ ∈ L1, z ∈ L2. This implies that z0 ∈ L1, and hence z0 = 0.

By Lemma 6, L⊥2 is symplectic. It is easy to see that it contains the isotropic
subspace L1. By Lemma 7, there exists a symplectic basis {ek, hk} in L⊥2 such that
{e1, . . . , ed} ⊂ L1, where d = dimL1. By joining this basis and any symplectic
basis in L2 we obtain a basis with the required properties.
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[14] A. Jenčová, “Reversibility conditions for quantum operations”, Rev. Math. Phys.
24:7 (2012), 1250016, 26 pp.

[15] B. Schumacher and M. D. Westmoreland, “Optimal signal ensembles”, Phys. Rev. A
63:2 (2001), 022308.

[16] J. Eisert and M.M. Wolf, “Gaussian quantum channels”, Quantum information
with continuous variables of atoms and light, Imp. Coll. Press, London 2007,
pp. 23–42.

http://zbmath.org/?q=an:06069722
http://zbmath.org/?q=an:06069722
http://arxiv.org/abs/1305.1020
http://arxiv.org/abs/1305.1020
http://dx.doi.org/10.1103/PhysRevA.56.3470
http://dx.doi.org/10.1103/PhysRevA.56.3470
http://zbmath.org/?q=an:01579275
http://zbmath.org/?q=an:01579275
http://mi.mathnet.ru/eng/ppi2072
http://mi.mathnet.ru/eng/ppi2072
http://mi.mathnet.ru/eng/ppi2072
http://dx.doi.org/10.1134/S0032946012020019
http://dx.doi.org/10.1134/S0032946012020019
http://zbmath.org/?q=an:03231460
http://zbmath.org/?q=an:03231460
http://zbmath.org/?q=an:0874.47001
http://zbmath.org/?q=an:0874.47001
http://mi.mathnet.ru/eng/ppi903
http://mi.mathnet.ru/eng/ppi903
http://zbmath.org/?q=an:0317.94003
http://zbmath.org/?q=an:0317.94003
http://dx.doi.org/10.4213/tvp151
http://dx.doi.org/10.4213/tvp151
http://dx.doi.org/10.1137/S0040585X97982244
http://dx.doi.org/10.1137/S0040585X97982244
http://dx.doi.org/10.4213/sm8156
http://dx.doi.org/10.4213/sm8156
http://dx.doi.org/10.1070/SM2013v204n08ABEH004337
http://dx.doi.org/10.1070/SM2013v204n08ABEH004337
http://mi.mathnet.ru/eng/ppi2099
http://mi.mathnet.ru/eng/ppi2099
http://dx.doi.org/10.1134/S003294601301002X
http://dx.doi.org/10.1134/S003294601301002X
http://dx.doi.org/10.4213/tvp160
http://dx.doi.org/10.4213/tvp160
http://dx.doi.org/10.4213/tvp160
http://dx.doi.org/10.1137/S0040585X97981470
http://dx.doi.org/10.1063/1.2953685
http://dx.doi.org/10.1063/1.2953685
http://dx.doi.org/10.1007/s00220-005-1510-7
http://dx.doi.org/10.1007/s00220-005-1510-7
http://dx.doi.org/10.1142/S0129055X1250016X
http://dx.doi.org/10.1142/S0129055X1250016X
http://dx.doi.org/10.1103/PhysRevA.63.022308
http://dx.doi.org/10.1103/PhysRevA.63.022308
http://dx.doi.org/10.1142/9781860948169_0002
http://dx.doi.org/10.1142/9781860948169_0002
http://dx.doi.org/10.1142/9781860948169_0002


1068 M.E. Shirokov

[17] F. Caruso, J. Eisert, V. Giovannetti and A. S. Holevo, “Multi-mode bosonic
Gaussian channels”, New J. Phys. 10 (2008), 083030.

[18] A. S. Holevo, On extreme Bosonic linear channels, arXiv: 1111.3552.
[19] V. I. Arnol’d, Mathematical methods of classical mechanics, 4th ed., URSS, Moscow

2000; English transl. of 1st ed., Grad. Texts in Math., vol. 60, Springer-Verlag,
New York 1978, xvi+462 pp.

[20] A. I. Kostrikin and Yu. I. Manin, Linear algebra and geometry, 2nd ed., Nauka,
Moscow 1986, 304 pp.; English transl., Algebra, Logic and Applications, vol. 1,
Gordon and Breach Science Publishers, New York 1989, x+309 pp.

Maxim E. Shirokov
Steklov Mathematical Institute,
Russian Academy of Sciences, Moscow
E-mail : msh@mi.ras.ru

Received 7/OCT/13
Translated by M. SHIROKOV

http://dx.doi.org/10.1088/1367-2630/10/8/083030
http://dx.doi.org/10.1088/1367-2630/10/8/083030
http://arxiv.org/abs/1111.3552
http://zbmath.org/?q=an:00194356
http://zbmath.org/?q=an:00194356
http://zbmath.org/?q=an:0386.70001
http://zbmath.org/?q=an:0386.70001
http://zbmath.org/?q=an:03950399
http://zbmath.org/?q=an:03950399
http://zbmath.org/?q=an:00048230
http://zbmath.org/?q=an:00048230
mailto:msh@mi.ras.ru

	§1 Introduction
	§2 Preliminaries
	§3 The main results
	§4 Condition for equality for Bosonic Gaussian channels
	§5 On equality in the complementary inequality
	§6 Appendix
	6.1 Proof of Theorem 3 in the infinite-dimensional case
	6.2 On the complementary channel to a Bosonic Gaussian channel
	6.3 Some results from the theory of symplectic spaces

	Bibliography

