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The additivity problem for constrained quantum channels

A.S. Kholevo and M. E. Shirokov

One of the central problems of quantum information theory [1] is the additivity conjecture
for the channel capacity of quantum communication channels [2]-[4]. Recently Shor showed [5]
that the validity of this conjecture for all quantum channels was equivalent to a whole series of
(super)additivity properties for other important characteristics such as minimal output entropy
and entanglement of formation. The present paper introduces the new property of strong additivity
(additivity for channels with input constraints) with several equivalent formulations, establishes
that it is satisfied for some nontrivial classes of channels and notes that the validity of the additivity
conjecture for all channels implies strong additivity.

Let 3, H' be finite-dimensional unitary spaces. By a quantum channel we mean a completely
positive trace-preserving linear map ®: B(H) — B(H'), where B(H) is the algebra of all oper-
ators on H. In particular, ® generates an affine map of the convex set S(3H) of states (density
operators) on the space H into the set G(H') of states on H' [1].

The quantum analogue of Shannon’s theorem, established in [4], gives the following expression
for the classical channel capacity:
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Here H(p) = — Tr plog p is the von Neumann entropy, and the maximum is taken over arbitrary
input ensembles {7;, p; }, representing a finite collection of states {p;} C S(3H) with corresponding
probabilities {m; }. The additivity conjecture states that

C(®® W) =C(®)+C(D), (2)

where ® ® VU is the tensor product of the channels ®, ¥. Its validity for a fixed channel ® and
an arbitrary channel ¥ implies, in particular, that C(®) = C(®). For a survey of results in this
connection, see [3], [5].

Denoting the expression in curly brackets in (1) by x& ({7, pi}), we introduce the function

xa(p) = pgia:XpX@({Wz’,Pi}) = H(®(p)) — Hs(p), (3)

where pay = >, m;p; is the mean of the ensemble {m;, p;} and I:ﬂp(p) =minp,,=p >, % H(®(p:))
is the convex closure [6] of the output entropy of the channel H(®(p)). The function x4 (p), just
like H(®(p)), is a concave continuous function on &(JH). We also introduce the function

vp(®,A) = pergglg{)[H(@(p)) + Tr Ap), 4)

which is adjoint to the minimal output entropy [6].
Let A C S(H) be a closed subset of states on the input channel. We consider the quantity

C(®,A) = maxxa (p) = max xa({mpi}). (5)
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In applications A is usually defined by the linear inequality Tr Ap < «a, where A is a positive
operator (for example, the energy), and o > 0.

We consider two channels ®: S(H) — S(H’) and U: &(K) — S(K’) with constraints defined
by sets A C &(H) and B C S(K) respectively. For the channel ® ® ¥ it is natural to introduce
the ‘inherited’ constraint defined by wf‘, = Tro way € A and w;l(, = Trgcwavy € B, where way
is the average of the input ensemble {u;,w;}. We denote the corresponding subset of &(H ® X)
by A ® B. The additivity conjecture for constrained channels states that

C(® ® U;A®B) =C(0;A) + C(T; B). (6)

Theorem 1. Let ® and ¥ be arbitrary channels. The following properties are equivalent:

(i) (6) holds for arbitrary closed subsets A and B;
(ii) (6) holds for subsets A and B defined respectively by the inequalities Tr Apay < o and
Tr Boay < 8 for arbitrary A, o, B, 3;
(il) xeew(w) < xoW®) +xv(W¥) Yw e S(H® K); (7
(iv) Hogy(w) > Hp(w®) + Hy(wY) Vw e 6(H® K); (8)
V) vg(®QV,AQI+I1I®B)=vg(®,A) +vyg(¥,B) VAe BL(H), VB e BL(X).

If one of these equivalent conditions is satisfied we shall say that strong additivity holds for the
channels ® and W.

We consider a channel ®: &(H) — &(H'), and let E € B(H), 0 < E < I. Let g € [0;1] and
deN = {1,2,...}. The Shor extension ®(E, q,d) acts with probability 1 — g like the channel ®,
and with probability ¢ makes a measurement in H with two outcomes {0,1}, described by a
resolution of the identity {I — E, E}. If the outcome of the measurement is 1, then logd bits of
classical information are sent to the output, and otherwise a failure signal. For a precise definition
see [7], [56]. The asymptotics are interesting when g tends to zero and d to infinity, in such a way
that qlogd=X\ remains constant. Then with high probability ® acts like ® on the input states p,
occasionally sending a large quantity of information proportional to the quantity Tr pE. This
explains the connection between the channel capacity of the extension ® and that of the channel
® with a linear constraint on the input.

Theorem 2. Let ®: G(H) — S(H') and ¥: &(K) — &(K') be arbitrary channels with a fized
constraint B on the input of the second channel. The following assertions are equivalent:
(i) the additivity (6) holds for the channel ® with an arbitrary closed constraint on the input
and the channel ¥ with the constraint B ;
(ii) the additivity property is satisfied asymptotically as d — oo for the sequence of channels
{EI\D(E, A/ logd, d)}aen with an arbitrary operator 0 < E < I and an arbitrary X > 0, and
for the channel ¥ with the constraint B.

Applying this theorem twice, we get the following.

Corollary. The validity of the additivity conjecture (2) for all channels implies the strong addi-
tivity property (6).
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