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Abstract

In this paper we consider the lattices of extensions of three logics: (1) modal bilattice
logic; (2) full Belnap—Dunn bimodal logic; (3) classical bimodal logic. We shall prove that
these lattices are isomorphic to each other. Furthermore, the isomorphisms constructed will
preserve various nice properties — such as tabularity, pretabularity, decidability or Craig’s
interpolation property.
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1 Introduction

This paper deals with modal logics based on FDE, also known as the Belnap—Dunn useful four-
valued logic (see |2, B, B]). Four truth values are used in defining these:

1. T, which intuitively stands for ‘true’;

2. F, which intuitively stands for ‘false’;

3. N, which intuitively stands for ‘neither true nor false’;
4. B, which intuitively stands for ‘both true and false’.

One such logic, called modal bilattice logic, was introduced in [8] [7]; denote it by MBLE Notice
that T, F, N and B are expressible as terms in the language of MBL.

Another important FDE-based modal logic is BK, which was introduced in [13] and has been
studied in [IT}, 10, @]. Though its Kripke semantics makes use of all the four truth values, only T
and F are expressible as terms in the language of BK. Let FBK denote the logic obtained from
BK by expanding its original language to include constant symbols for N and B; we shall call
it full Belnap—Dunn modal logic. Tt is worth noting that the Kripke semantics of BK and FBK
use two-valued (or classical) accessibility relations, while that of MBL employs four-valued ones.
Furthermore, O behaves differently in these logics. In particular, BK and FBK are normal (i.e.
closed under monotonicity rules), but MBL is not.

Adequate algebraic semantics for MBL, BK and FBK have been described in [7, 1T}, [9]. These
semantics associate with each L € {MBL, BK, FBK} a suitable variety of algebras in the language
of L — which we shall call L-algebras. Given an L, denote by £L the lattice of all L-extensions
(defined appropriately). Then the ‘adequateness’ of the variety of L-algebras ensures that there
exists a natural isomorphism between the lattice of all its subvarieties and L.

We shall denote classical bimodal logic by K2, and FBK’s bimodal version by FBK2 In
Section 3, it will be shown that there is a one-one correspondence between MBL-algebras and
FBKZ-algebras; this will allow us to prove algebraically that EMBL and EFBK? are isomorphic
as lattices. Moreover, in Section 4, using a technique similar to that applied in [9] we shall prove
that EFBK? and £K? are isomorphic as lattices — this is quite surprising because FBK is, in a
sense, four-valued, while K is two-valued.

From the proofs of the foregoing results we can extract explicit isomorphisms between EMBL,
EFBK? and £K? (which are induced by appropriate computable formula translations). It turns
out that these isomorphisms preserve various nice properties — such as tabularity, pretabularity,
decidability or Craig’s interpolation property. In this way they not only preserve lattice structure,
but also much of what may be called ‘metamathematical structure’.

2 Preliminaries

2.1 Syntactic conventions

In this paper we shall deal with three different propositional languages:

Lo = {AV,—, L, T,0,,0_%

IThe non-modal base of MBL is the bilattice logic of [IJ.
20f course, the adequate algebraic semantics for FBK can be easily modified to obtain an adequate algebraic
semantics for FBKZ2.



E* = {/\,V7—>7N7J_,T’n,b7D+7D,,<>+,<>7};
L, = {/\,V,@,@,—),N,L,—ﬂn,b,ﬂ}.

In particular, £, will be identified with the language of the least (normal) bimodal logic K2. For
convenience, we shall use the following abbreviations.

ABBREVIATION | DEFINITION NAME

-0 o— L weak negation
=1 (¢ = 1Y) A (~) — ~¢) | strong implication
¢ 1) (@ =V)N (Y = o) weak equivalence
¢ = (0=UV)A (Y= ¢) strong equivalence

The symbols T, L, n and b will be read as ‘true’, ‘false’, ‘undefined’ and ‘overdefined’ respec-
tivelyﬂ Let Prop be the set of all propositional variables. Finally, for each £ € {Lo, L., L.},
denote by Form, the set of all £L-formulas.

2.2 Classical bimodal logic

Traditionally, we call an Lo-algebra A = (A; AV, —, L, T,0,,0_) a bimodal algebra iff it satis-
fies the following conditions:

e its {A,V,—, L, T}-reduct is a Boolean algebra,
e 0, T=T,and O; (aAb)=D0_aADO_b for any a,b € A;
e O_T=T,and O_(aAb)=04raA0,b for any a,b € A.

Let V, be the class of all bimodal algebras. Obviously, V, is a variety, i.e. it is axiomatizable by
identities. Denote by SV, the collection of all subvarieties of V,, and by £K? the collection of all
bimodal logicsEI

Next, we write 2 I-, ¢ iff ¢ = T holds in 2, i.e. belongs to the equational theory of 2. For
each class K of bimodal algebras and each set I' of £,-formulas, define

L, (K) := {¢ € Form, | Al ¢ for all A € K},
Vo () = {A eV, | Al ¢ for all ¢ € T'}.

Evidently, SV, and £K? may be ordered by inclusion; so they may be viewed as lattices.

FOLKLORE 2.1.
L, and V, induce mutually inverse dual isomorphisms between SV, and EK2,

We now turn to similar results for FBK? and MBL.

2.3 Full Belnap—Dunn bimodal logic

At this point it is important to distinguish the Belnap—Dunn modal logic, denoted BK, from the
full Belnap—Dunn modal logic, denoted BKE. The former was introduced in [I3], while the latter
was studied in [9]. We may assume that their languages are

{NV, =~ L, T,0,0 and {A,V,—,~, L, T,n,b,0,0}

3Thus our notation is closer to that of [d] than to that of [7].
4Here all bimodal logics are assumed to be normal.



respectively It was shown in [9] that BK and BK® are, in fact, very different when it comes to
studying their extensions. Henceforth we shall write FBK instead of BK®. Notice that, since ©
can be expressed as ~O~, {0, <} will be viewed as one modality.

Let FBK? be FBK’s bimodal version. The deductive system for FBK and the corresponding
algebraic semantics are readily adapted to FBK?; cf. [9]. Besides appropriate axioms and modus
ponens, the system for FBK? includes four monotonicity rules, viz.

o=y

K EN I

where © € {0,,0_,<4,<$_}. Further — by an FBK?-extension we mean a set of £,-formulas
that contains FBK? and is closed under modus ponens, the four monotonicity rules and substi-
tutions. Denote by EFBK? the collection of all FBK?-extensions.

Given A € V,, by the full twist-structure over 2 in L, we mean the L,-algebra
Q[* = <A X 147 /\, \/, —, J., T, Il,b7 D+7 <>_;'_7 D_’ <>_>

whose operations are defined as follows:

(a,b) A (¢,d) = (aAc,bVd);
(a,b) V (¢,d) == (aVe,bAd);
(a,b) = (¢,d) := (maVe,aNd);
~(a,b) = (b,a);
1L = (L, T);
T = (T,1);
n = (L,1);
b = (T,T);
O4(a,b) = (Ota,~04-b);
O4(a,b) = (-04a,04b);
O_(a,b) := (O_a,—0_-b);
O_(a,b) = (-0_=a,0-b)f

An L,-algebra is called an FBK?-algebra iff it is isomorphic to 2, for some bimodal algebra 2.
Let V, be the class of all FBKQ—algebras.

THEOREM 2.2 (see [9] [11]).
V. is a variety.

Denote by SV, the collection of all subvarieties of V,.

The semantical consequence relation E, for FBK? can be described as follows: T' F, ¢ iff for
any 2N € V, and valuation v in 9N,

v(ip— 1) =v(l) foralp el = v —1) = v(l)
— this is equivalent to the condition that for any 2 € V, and valuation v in 2,
@) =T* forall €T = 7 (v(gp) =T

where m; denotes the 15% projection function from A x A onto A. Then we have:

5Q0riginally, T was not treated as primitive in BK and BK®, but it can be defined as ~ L.
6We use —a as shorthand for a — L, of course.



THEOREM 2.3 (see [9], [13]).
The global derivability relation for FBK? coincides with its semantical consequence relation

Next, we write M |-, ¢ iff ¢ — L = L holds in 9. The operations L, and V, are defined
exactly as L, and V,, but with o replaced by .

THEOREM 2.4 (see [9, [11]).
L, and V, induce mutually inverse dual isomorphisms between SV, and EFBK?.

2.4 Modal bilattice logic

The deductive system for MBL and the corresponding algebraic semantics were provided in [7].
Besides appropriate axioms and modus ponens, the system for MBL includes a weak monotoni-
city rule, namely

o=

Ty M)

However, since MBL is known to be non-normal, the classical rule

o=

O¢ — Oy (M3)

is not admissible in MBL. So by an MBL-eztension we mean a set of L,-formulas that contains
MBL and is closed under modus ponens, the weak monotonicity rule (that uses strong implica-
tion) and substitutions. Denote by EMBL the collection of all MBL-extensions.

Given A € V,, by the full twist-structure over 2 in L, we mean the L,-algebra
A = (AX ANV, Q,®,—,~,1,T,n,b0)

whose operations are defined by:

(a,b) A (¢,d) == (aNe,bVd);
(a,b) V (¢,d) = (aVe,bAA);
(a,b0) ® (¢,d) := (aNec,bAd);
(a,0) ® (¢,d) := (aVe,bVd);
(a,b) = (¢,d) = (maVe,and);
~(a,b) := (b,a);
L= (L,7T);
T == (T,1);
n = (L,1);
b = (T, )
O(a,b) := (Opa AO_—b,~0O,-d).

An L,-algebra is called a modal bilattice, or an MBL-algebra, iff it is isomorphic to 2, for some
bimodal algebra 2. Let V, be the class of all modal bilattices.

"Here the adjective ‘global’ indicates that we can use all rules, and not just modus ponens.



THEOREM 2.5 (see [1]).
V. is a variety.

Denote by SV, the collection of all subvarieties of V;.

The semantical consequence relation =, for MBL is described exactly as that for FBK?, but
with * replaced by *.

THEOREM 2.6 (see [1]).
The global derivability relation for MBL coincides with its semantical consequence relation.

Next, we write M I, ¢ iff ¢ — L = L holds in 9. Now L, and V, are defined exactly as
L. and V., but with * replaced by «.

THEOREM 2.7.
L, and V, induce mutually inverse dual isomorphisms between SV, and EMBL.

Proof. First of all, it is easy to verify that L, maps each class of bimodal lattices to some
MBL-extension. Note also that for any 9 € V, and ¢,v¢ € Form,_,

¢=1 holdsin M <= (p< ) — L =_1 holdsin M. (%)

Hence for every V € SV, we have V, (L, (V)) = V. Moreover, for each L € EMBL, using its
Lindenbaum—Tarski algebra, it can be checked that L, (V4 (L)) = LE| Finally, both L, and V,
are obviously order-reversing. O

3 From MBL to FBK? and back again

We begin by showing that from an algebraic perspective, MBL and FBK? are two variants of es-
sentially the same logic.

LEMMA 3.1.
Let A be a bimodal algebra. Then:

1. the operations &, ®, O of A, are definable by terms in A, ;

1. the operations O,, O_, Oy O of Ay are definable by terms in Ql*ﬂ

Proof. Notice that we can work with each of the two coordinates separately, because in 2, and
2, we have
(a1,a2) = (a1, L)A(T,a2) = ((a1, ?7)Vn)A((?,az2)Vb).

where the question marks may be replaced by arbitrary elements of A. In what follows for each
i € {1,2} the notation (a1, az) =; (a},a}) will mean that a; = al.

In the case of @, observe that

(a,0) ® (¢,d) =1 (a,b) V (c,d),
(a,b) ® (¢,d) =2 (a,b) A (c,d).

8Compare this with the proof of Proposition 5.1 in [IT].
90bviously, the {A,V,—,~, L, T,n,b}-reducts of A, and 2, coincide.



So x @ y can be expressed as ((x Vy) Vn) A ((x Ay) Vb). Similarly for ®. It remains to define
O in 2A,. This can be done by using
O(a,b) =1 (OpaAO_—-b,—-0O,-b)
=1 (Ota,~04-b) A (O_—b,~O_=b)
= O, (a,b) AO_ (=b,b)
a,b) AO_=(b,a)

(a,b)
=1 D04 (a,b) AO_=~(a,b),
O(a,b) =2 04 (a,b)

— hence the L,-term ((Oyz AO_ (~z — 1)) Vo) A (Oy2 Vb) defines O in 2,.

Since & and < _ can be expressed as ~O, ~ and ~O_ ~ respectively, we need to consider
only Oy and O_. In the case of O, observe that

a,b

04 (a,0) =1 (Ota, 1)
=1 (D+a/\|:|7—|J_7—\D+_\J_)
=, 0O (av J—)
=1 D((a,b)\/n),
D+ (CL, b) =9 0O (a'v b)
For O_ we may use

O_(a,b) =1 (O_a,~0O4a)
= (O, T AO_=—a,~0,-a)
—a)
(a,—a) V'b)
(—a,a) VD)
~=(a,b) VD),

o(T,
o (
— \:‘(
O (
0_(a,b) =2 (O_—b,—~0O_=b)
=9 ~ (—=0_-b,0_-b)
=5~ (0_=b, 0 -b)
=5 ~= (04T AO_=b,—0O,—b)
=y ~=0(T,b)
=y ~=0((=b,b) Vb)
=5 ~=0(=(b,a) VD)
=5 ~=0(=~(a,b) VD).

(Here the argument for the second coordinate is a modification of that for the first.) O

For each bimodal algebra 2 and each function f from Prop to A x A, denote by f%+ and f%+
the valuations determined by f in 2, and 2, respectively.

PROPOSITION 3.2.
There are linear-time computable translations

7: Form;, — Form,, and p: Form,, — Formg,



such that for any bimodal algebra A and function f from Prop to A x A the following hold:

i [ (@) = f¥ (1(9)) for every ¢ € Forme, ;
ii. A (¢) = f* (p(¢)) for every ¢ € Formg_ .
Proof. To define 7 and p, we can use the terms constructed in the proof of Proposition O

Remember, both Ik, and I, were defined by means of the identity z — L = 1.

ProrosITION 3.3.
Let A be a bimodal algebra. Then:

1. for every ¢ € Form,
Ak ¢ = Ak, 7(0);

1. for every ¢ € Formg ,
Wb = Al p(9).

Proof. This follows by (i) and (ii) of Proposition [3.2} 0O
Next, for each MBL-extension L, define
7(L) := the least FBK?-extension containing 7 [L]

Similarly with FBK? and p in place of MBL and .

COROLLARY 3.4.
For any L € EMBL and ¢ € Form,_,

o € L <— 71(¢) € 7(L).
Similarly with FBK?, x and p in place of MBL, x and .

Proof. We shall consider only the case with 7. The argument for p is perfectly analogous, and
therefore we omit it.

Let L € EMBL. By Proposition for each bimodal algebra A,

Ak ¢ forall pe L <= A, lb.7(p) forall peL
— WUl forall ¥ € 7[L]
— A, .y forall ¢ € 7(L),

and therefore 2, € V, (L) iff A € V. (7 (L)). So for every ¢ € Formg,,

b € L.(V, (L)
A by ¢ forall A, € V(L)

A Ik 7 () forall A, € V., (7 (L))
7(¢) € L. (V. (7 (L))

7(p) € 7(L).

(Here the first and last equivalences are guaranteed by Theorems and respectively.) O
10Here 7 [L] is the image of L under 7, i.e. {7 (¢) | ¢ € L}.

¢ € L

1ree




THEOREM 3.5.
7 and p are mutually inverse isomorphisms between EMBL and EFBK?.

Proof. By Proposition if € Formg,, then ¢ = p (7 (¢)) holds in all 2, € V,, and therefore
¢ < p(1(¢)) € MBL. Consequently, for any L € EMBL and ¢ € Form,_,

oL EL 1) e (1)
EL  y(r(9) € p(#(L)
= ¢ c p(F(L).

Thus for each L € EMBL we have L = p (7 (L)). Similarly, L = p (7 (L)) for every L € EFBK?.
Finally, both 7 and p are obviously order-preserving. O

It turns out that 7 and p preserve many nice properties. We shall only give a few examples,
which will concern tabularity, decidability and interpolation.

As usual, L € EMBL will be called tabular iff L = L, ({901}) for some M € V,. Similarly with
FBK? and # in place of MBL and *.

COROLLARY 3.6.
For every L € EMBL,
L is tabular <= 7(L) is tabular.

Proof. We shall consider only the right-to-left implication. The left-to-right implication can be
proved similarly, and therefore we omit it.

Suppose L is tabular; this means that L = L, ({2.}) for some bimodal algebra 2. Then for
every ¢ € Form,_,

6@ EL (9 e p(I)
B ¢ el

= U lp(e)
E kg
Thus 7 (L) = L, ({2(.}), and therefore 7 (L) is tabular as well. O
Further, we shall call L € EMBL pretabular iff for every L' € EMBL,
L ¢ L' = L istabular.

=

Similarly with FBK? in place of MBL.

COROLLARY 3.7.
For every L € EMBL,

L is pretabular <= 7 (L) is pretabular.
Proof. This follows from Theorem [3.5 and Corollary O

Concerning decidable logics:



COROLLARY 3.8.
For every L € EMBL,
L is decidable <= 7 (L) is decidable.

Here ‘decidable’ can be replaced by ‘co-NP-complete’, PSPACE-complete’, etc.

Proof. Remember, both 7 and p are linear-time computable. By Corollary [3:4] 7 computably
reduces L to 7 (L), while p computably reduces 7 (L) to p (7 (L)) — which coincides with L by
Theorem Hence L and 7 (L) are computably equivalent. O

For each formula ¢, denote by var (¢) the collection of all propositional variables that occur
in ¢. Note that neither 7 nor p adds or removes variables:

e var (¢p) = var (7 (¢)) for every ¢ € Form,,;
e var (¢) = var (p(¢)) for every ¢ € Formg,.

As in classical modal logic, we say that L € EMBL has Craig’s interpolation property — or CIP
for short — iff for any ¢ — ¢ € L there exists x € Form,, such that

{6 —=>x,x =9} € L and var(x) C var(¢)Nvar ().
Similarly with FBK? and * in place of MBL and *.

COROLLARY 3.9.
For every L € EMBL,
L has CIP <= 7 (L) has CIP.

Proof. We shall again consider only the right-to-left implication. Notice that both 7 and p
distribute over — (and also over A, V and ~).

Assume L has CIP. Let ¢ — ¢ be in 7 (L). By Corollary .4} p(¢) — p (¢) is in p (7 (L)) —
which coincides with L by Theorem So there exists x € Form,, such that

{p(@) = x;x = p()} S L and var(x) C var(¢)Nvar ().
Applying Corollary to p(¢) — x and x — p (¥), we get
T(p(¢) = 7(x) € 7(L) and T(x)—=>7(p(¥)) € 7(L)

Finally, since both 7 (p (¢)) < ¢ and 7 (p (¢)) < ¢ are in FBK? (see the proof of Theorem ,
we have ¢ — 7 (x) € 7 (L) and 7 (x) — ¢ € 7 (L). Therefore 7 (x) is an ‘interpolant’ for ¢ — 1
in L. O

In this sense the mappings 7 and p not only preserve lattice structure but also much of what
may be called ‘metamathematical structure’.

4 From FBK? to K? and back again

The relationship between FBK? and K2 is more subtle than that between MBL and FBK?; still,
results analogous to those in the previous section can be obtained in this case as well. To ease
the exposition, we shall use a special representation for L,-formulas.

10



We say that an L*-formula ¢ is a negation normal form — or an nnf for short — iff each oc-
currence of ~ in ¢ immediately precedes some atomic subformula (i.e. a propositional variable
or a constant symbol). It is easy to show the followingH

ProPOSITION 4.1.
For every ¢ € Formy, there exists a nnf ¢' such that ¢ < ¢’ € FBK?Z.

Proof. For each L,-formula ¢, define ¢’ recursively as follows:

e if p € PropU{L, T,n,b}, then ¢' := ¢;

e if ¢ =~ where ¢ € PropU {L, T,n,b}, then ¢’ := ¢;

e if g =1 ® x where ® € {A,V,—}, then ¢' := ' © x/;

o if o=~ (¥ Ax), then ¢ == (~)"V (~X)';

o if =~ (¥ Vx), then ¢ := (~)' A (~x)";

o if ¢ =~ (¢ — x), then ¢/ := ==/ A (~x)"

o if p = Ot where © € {O0,,0_,O,, O}, then ¢ := Oy
~9)'s

(~)'s

o if p = ~O 9, then ¢ := Oy (~1);
o if p = ~O_1), then ¢ := O_(~tp);
o if ¢ = ~~t, then ¢/ == 1.

o if p =~0O,1, then ¢ := O (
o if = ~O_1), then ¢’ := <
(

It is not hard to verify that ¢’ has the desired property. O

For each L,-formula ¢, denote by ¢’ the nnf constructed in the proof above. Notice that the
mapping ¢ — ¢’ is polynomial-time computable.
Before proceeding, let us make one useful observation:

PRrROPOSITION 4.2.
Let A be a bimodal algebra. Then for every ¢ € Form_,

Ao p = A lki .
Proof. By an easy induction on ¢. O

COROLLARY 4.3.
For every L € EK? there exists L' € EFBK? such that L' N Formy, = L.
1 Compare this with [9 Proposition 2.1] and [12} Proposition 8.1.1] — which are about BK and Nelson’s logics

respectively. It should be noted that in these two results <> is used instead of <. In fact, the ‘strong’ version of
the nnf theorem holds also for BK, but fails for Nelson’s logics.

11



Proof. Let L be a K2-extension. Take

L' := {¢ € Formg,

A Ik, ¢ for all A € V, (L)}

One easily sees that L' is an FBK?-extension. Moreover, for every ¢ € Form,,,

¢ € L' = Ul pflorallAeV, (L)
B2 ik, ¢ for all % € V, (L)
— ¢ € Lo (Vo (L))

g ¢ € L.
Thus the L£,-fragment of L’ coincides with L. O

For convenience, we shall assume that the propositional variables are indexed by natural
numbers, i.e.

Prop = {po,p1,p2,---}-
Now consider A : Form,, — Form,_ given as follows.
e If ¢ = ¢, then \(¢) is defined recursively:
— if ¢ = pi, then A (¢) := pai;
— if ¢ =1 or ¢ =n, then \(¢) = L;
—if =T or ¢ =D, then A (¢) = T;
— if ¢ = ~pi, then A (¢) := pait1;
— if ¢ = ~T or ¢ = ~n, then A (¢) = L;
— if ¢ =~1L or ¢ = ~b, then A\ (¢) =T;
— if ¢ =1 © x where ® € {V,A, =}, then A(¢) := A (¢) ©® A (x);
— if ¢ = Oy where © € {O0,,0_}, then A (¢) := OA (¢);
— if ¢ = O19p, then A(¢) := ~O 1A (¢);
— if ¢ = O_1, then A (¢) := =O_-A (¢).
e Otherwise we let A (¢) be A (¢').

Clearly, A is polynomial-time computable.

PROPOSITION 4.4.
Let A be a bimodal algebra. Then for every ¢ € Form,

A Fe 0 = A EL A (9).

Proof. By Proposition and the definition of A\, without loss of generality, we may assume that
¢ is an nnf, i.e. ¢ = ¢'.

For each valuation v in 2, consider the valuation v° in 2, such that

v’ (p2i) == v(pi) and v’ (P2i41) == ~v(pi).

12



It is easy to show that for every nnf ¢,

m (v(9) = m (v’ (A(9))),

and therefore 21, .. ¢ implies A, W, X ().
For each valuation v in 2., consider the valuation o in 2, such that

m (v () = m(v(pa)) and o (VP (p;)) = 1 (v (p2it1))-
It is easy to show that for every nnf ¢,
m (v (A (@) = m(vF (9)),
and therefore D™ ¥ A (¢) implies D™ ¥ ¢. O
Next, for each FBK?-extension L, define
ML) = {A(9) [0 €L}
As we shall shortly see, A (L) coincides with the Lo-fragment of L.

COROLLARY 4.5.
Let L be an FBK?-extension. Then for every ¢ € Form,,,

p € L <<= X(¢) € L.
Proof. This follows easily from Proposition [£.4] and Theorem [2.4}
sl E 4cL(v.1)
— Al o foral A, € V, (L)
B o, A (9) for all 21, € V, (L)
= A(9) € L.(V. (1))
B \y) eL
(where ¢ is an arbitrary £.-formula). O

Going in the opposite direction, define ¢ : Form,, — Form,, recursively as follows:
o if ¢ = po;, then ¢ (¢) == p;;

o if ¢ = pait1, then ¢ (¢) := ~p;;

e if =1 or ¢ =T, then ¢ (¢) := ¢;

o if =1 ®x where ® € {V,A, =}, then ¢ (¢) := ¢ (¢) ® ¢ (x);

o if = Ot where © € {O,,0_}, then ¢ (¢) := QX ().

In other words, ¢ (¢) is obtained from ¢ by substituting p; for pe; and ~p; for pe;11. Obviously,
A (L (9)) = ¢ for each L,-formula ¢.

COROLLARY 4.6. )
For every L € EFBK? we have A (L) = L N Formg, .
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Proof. Let L be an FBK?-extension. By Corollary we have A (L) C LNForm,_. On the other
hand, for every ¢ € Formg,, if ¢ € L, then ¢(¢) € L (because L is closed under substitutions),
hence A (¢ (¢)) € A(L), i.e. ¢ € A(L); thus L NForm,, C A (L). O

THEOREM 4.7.
\ is an isomorphism from EFBK? onto EK2.

Proof. By Corollaries and ) is surjective. It remains to show that A is an embedding of
EFBK? into EK2.

Let Ly and Ly be FBK?-extensions. Observe that for every ¢ € Formy_,
o€ Li\Le E A(9) € Li\L
< A(¢) € (LynFormg,)\ (L2 NFormg,)
B A©0) € AL)\A(L).

Hence Ly & Lo iff A (L) & A (L3). From this it follows that \ is injective, and moreover, both
A and A\~! are order-preserving. 0O

Now we turn to transfer results.

COROLLARY 4.8.
For every L € EFBK?, _
L is tabular <= X(L) is tabular.

Proof. Suppose L is tabular; this means that L = L, ({2(.}) for some bimodal algebra 2.
Then for every ¢ € Formg,,

o cir) E 4ec1
— AUl 0

S

Thus A (L) = L, ({2}), and therefore A (L) is tabular as well.

Conversely, suppose that A (L) = L, ({}) for some bimodal algebra 2. Then for every
¢ € Form,_,

o L ZL () e LnFormy,
@) € ML)

A lo A ()

A, Ik A (0)

A, Ik, 6.

BB BB

Thus L coincides with L, ({2.}). O

COROLLARY 4.9.
For every L € EFBK?,

L is pretabular <= (L) is pretabular.
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Proof. This follows from Theorem [£.7] and Corollary O

COROLLARY 4.10.
For every L € EFBK?,

L is decidable <= A (L) is decidable.
Here ‘decidable’ can be replaced by ‘co-NP-complete’, PSPACE-complete’, etc.

Proof. Remember, ) is polynomial-time computable. By Corollaries and for every ¢ €
Form,,, ]
o e L < Mo € XU

Thus A computably reduces L to A (L). Furthermore, Corollary ensures that for any ¢ €
Form,_, )
¢ € ML) <= ¢ € L.

Thus the identity function on Form,_ computably reduces A (L) to L. Hence L and A (L) are
computably equivalent. O

COROLLARY 4.11.
For every L € EFBK?, .
L has CIP <= A(L) has CIP.

Proof. Consider an arbitrary £,-formula ¢. Observe that for any 2 € V, and valuation v in 2,

m (v (A () = m (v (9)),

and therefore ¢ (A (¢)) <> ¢ € FBK?. We will need this observation in what follows.

Suppose L has CIP. Let ¢ — ¢ be in A (L). Then ¢ — v is in L by Corollary So
there exists x € Form,, such that

{p = x,x =%} C L and var(x) C var(¢)Nvar(¢).

By Proposition u, without loss of generality, we may assume that x = x’. Our goal is to turn
X into a suitable L,-formula. Then, applying Corollary to ¢ — x and x — ¥, we get

Ap) = A(x) € L and A(x) = A(y) € L.

Clearly, no propositional variable with odd index occurs in A (¢) or A (¢), but such variables may
occur in A (x). Take

0 := the result of replacing each pa;+1 in A(x) by T.
Obviously, A (¢) = 0 € L and 0 — A (v) € L. Moreover,
t(A(@) = (@) € L and 1(0) >t (A(®)) € L.

Since both ¢ (A (¢)) <> ¢ and ¢ (A (1)) < 1 are in FBK? (by the remark above), we have ¢ —
t(0) € L and ¢ (0) — 1 € L. By construction, ¢ () is an L,-formula. Thus by Proposition

¢—1(f) € AM(L) and ¢ —1(f) € A(L).

Furthermore, one easily verifies that var (v (f)) C var (¢) N var (¢).

15



Suppose A (L) has CIP. Let ¢ — ¢ be in L. Hence A (¢) — A (¢) is in A (L). So there
exists x € Form,_ such that

{A() = x.x =AW} € A(L) and var(x) C var(A(¢)) Nvar (A(1))).

Since A (L) C L by Corollary and L is closed under substitutions, we get

(@) () € L oand 1(x) = c(A(®) € L.

By the remark above, this implies that ¢ — ¢(x) € L and ¢ (x) — ¢ € L. Furthermore, one
easily checks that var (¢ (x)) C var (¢) N var (1). O

Here it is worth discussing a more delicate version of CIP for FBK*-extensions. Given a nnf
¢ and a propositional variable p, call an occurrence of p in ¢ positive iff it is not inside the scope
of ~, and negative otherwise. For each nnf ¢, take

var® (¢) := {p € Prop | p occurs positively in ¢}
and var~ (¢) := var(¢)\vart ().

We say that L € EFBK? has the strong interpolation property — or SIP for short — iff for any
nnf ¢ — 1 in L there exists a nnf x such that

{6 = x,x =9} C L, vart (x) C var® (¢)Nvar™ (¢)
and var™ (x) C var™ (¢) Nvar™ ().

It turns out that SIP and CIP are equivalent for FBK?-extensions.

PROPOSITION 4.12.
For every L € EFBK?,
L has SIP <= L has CIP.

Proof. Trivial (by Proposition .
Assume L has CIP; then A (L) has CIP by Corollary Let ¢ — 1 be a nnf in L.
Hence A (¢) — A (¢) is in A (L). So there exists x € Formz, such that

{A@) = x,x = AW)} € A(L) and var(y) C var(A(¢)) Nvar (A(1))).

Exactly as in the proof of the right-to-left implication in Corollary from this we get ¢ —
t(x) € L and ¢ (x) — ¢ € L. Furthermore, one easily verifies that

vart (1(x)) C var™ (¢)Nvart (¢) and var™ (c(x)) C var® (¢) Nvar™ ().
Therefore ¢ () is a ‘strong interpolant’ for ¢ — ¢ in L. O

Finally, the relationship between MBL and K2 is completely analogous to that between FBK?
and K2; the corresponding results can be easily obtained by combining 7 and )\E

120ne may try to get similar results in a different way, using a pair (v1,v2) of translations from MBL into K2,
suggested in [T, Section 5]. This requires a separate study.
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5 Final comments

Lattices of logics are complicated objects. Usually their study requires algebraic semantics,
and not Kripke-style semantics. Sometimes we are interested only in logics with certain nice
properties; then it may be helpful to pass from one lattice to another by means of an isomorphism
that preserves (many of) the desired properties. As has been shown above, such isomorphisms
exist between the lattices of extensions of MBL, FBK? and K2. It seems that almost every
natural property (at least if it is expressible in terms of algebra) should be preserved under these
isomorphismleI On the other hand, one may try to provide a counter-example to this claim,
which would also be useful and give us a better understanding of the situation.

The situation with MBL, FBK? and K? is similar to that with FBK and K; cf. [9]. Therefore
it seems plausible that for any reasonable FDE-based modal logic L, if all the four truth values
are expressible in its language, then there exists an isomorphism from the lattice of extensions
of L onto the lattice of extensions of K or K? that preserves various nice properties. Of course,
this claim is somewhat vague. Still, it may be interesting to study other FDE-based modal logics
(see [14, [4]) from this point of view.

13For example, it is well-known that for bimodal logics, CIP can be expressed in terms of algebra: L has CIP
iff Vo (L) is superamalgamable; see [0] for details.
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